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Abstract

Given a list L(v) for each vertex v, we say that the graph G is L-colorable if there is a
proper vertex coloring of G where each vertex v takes its color from L(v). The graph
is uniquely k-list colorable if there is a list assignment L such that |L(v)| = k for
every vertex v and the graph has exactly one L-coloring with these lists. Mahdian
and Mahmoodian [MM99] gave a polynomial-time characterization of uniquely 2-list
colorable graphs. Answering an open question from [GM01,MM99], we show that
uniquely 3-list colorable graphs are unlikely to have such a nice characterization,
since recognizing these graphs is X5-complete.

1 Introduction

List colorings were introduced in [ERT80,Viz76] as a generalization of ordinary
vertex coloring. Given a list assignment L that assigns to each vertex v a set
of colors, we say that G is L-colorable (or list colorable with lists L) if there
is a proper vertex coloring of G where each vertex receives a color from its
set L(v) of available colors. Obviously, if every set L(v) is {1,2,...,k}, then
L-colorability is the same as k-colorability.

A k-list assignment is a list assignment in which the list of each vertex has size
k. A graph G is k-list colorable (or k-choosable) if it is L-colorable for every
k-list assignment L. Rubin [ERT80] gave a polynomial-time characterization
of 2-list colorable graphs, while in [Gut96] it is shown that recognizing 3-
list colorable graphs is IT5-complete. For more information on list coloring and
related problems, the reader is referred to the thorough survey of Tuza [Tuz97].
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The concept of uniquely list colorable graphs was introduced independently
in [DM95] and [MM99]. A graph is uniquely k-list colorable if there is a k-
list assignment L such that G has exactly one L-coloring. Figure 1 shows a
uniquely 3-list colorable graph (taken from [EGHO02]) with a uniquely colorable
3-list assignment.

Figure 1. A uniquely 3-list colorable graph. The framed numbers at the vertices
show the lists of the vertices. Taking the first color from each list is the unique list
coloring.

Trivially, every graph is uniquely 1-list colorable. Mahdian and Mahmoodian
[MM99] characterized uniquely 2-list colorable graphs:

Theorem 1 (Mahdian and Mahmoodian [MM99]) A graph is uniquely
2-list colorable if and only if it contains a biconnected component which 1is
neither a cycle, a complete graph, nor a complete bipartite graph.

Theorem 1 implies that uniquely 2-list colorable graphs can be recognized in
polynomial time. In [MM99] it is asked as an open question to characterize
uniquely k-list colorable graphs for & > 3. More specifically, Ghebleh and
Mahmoodian [GMO01] ask what is the complexity of deciding whether a graph
is uniquely 3-list colorable. The main contribution of this paper is showing that
recognizing uniquely k-list colorable graphs is Y5-complete for every k > 3.
Essentially, this means that the problem is as hard as possible, and we cannot
hope for an NP- or coNP-characterization of these graphs.

The paper is organized as follows. Section 2 introduces notation and some
preliminary results. In Section 3, we introduce a special Y5-complete satisfia-
bility problem that will be used to obtain our hardness result. The reduction
uses a number of somewhat complicated gadgets, these gadgets are described
in Sections 4-6. The reduction itself is presented in Section 7.

2 Preliminaries

The formal definition of the unique k-list coloring problem is as follows:



UNIQUE k-LIST COLORABILITY (UkLC)
Input: A graph G(V, E).

Question: s there a k-list assignment L on the vertices of
G such that G is uniquely L-colorable?

The problem does not seem be in NP: if G has a uniquely colorable k-list
assignment L, then L can serve as a certificate, but it is not clear how we
could certify that L has exactly one coloring. To be in coNP is even less likely:
we should certify that every list assignment has either zero or more than one
coloring. It seems that the problem lies higher in the polynomial hierarchy.

The complexity class 25 = NP contains those problems that can be solved
by a polynomial-time nondeterministic Turing machine equipped with an NP-
oracle. An NP-oracle can be thought of as a subroutine that is capable of
solving one NP-complete problem (say, the 3-SAT problem) in constant time.
Like NP, the class ¥4 has an equivalent characterization using certificates. A
problem is in NP if there is a polynomial-size certificate for each yes-instance,
and verifying this certificate is a problem in P. The definition of the class Y5
is similar, but here we require only that verifying the certificate is in coNP
(cf. [Pap94] for more details).

It is easy to see that unique k-list colorability is in ¥%: a uniquely colorable
k-list assignment L and the corresponding coloring 1 can serve as a certificate.
To verify the certificate, one has to check that 1 is a proper coloring and it
is the unique coloring of L. Checking whether 1) is proper can be done in
polynomial time and finding an L-coloring different from ) is a problem in
NP; therefore, verifying the certificate is in coNP. This establishes the upper
bound % on the complexity of the problem, which will turn out to be tight
for k > 3.

Proposition 2 Unique k-list colorability is in 5. O

The following straightforward generalization of the UKLC problem was intro-
duced in [EGHO02]. Instead of requiring |L(v)| = k for every vertex v, the input
contains a function f: V' — N, and the question is to find a uniquely colorable
list assignment L such that |L(v)| = f(v) for each v € V. For a given function
f, we say that G is uniquely f-list colorable if it has such a list assignment.
Clearly, unique k-list colorability is the special case f(v) = k.

We denote by U(2,3)LC the special case of unique f-list colorability where
f(v) € {2,3} for every v € V. In Section 7 we show that U(2,3)LC is 35-
hard. As the following lemma shows, this implies that UKLC is also Y5-hard
for k > 3:



Lemma 3 For every k > 3, U(2,3)LC can be reduced to UkLC' in polynomial
time.

PROOF. Given a graph G(V, F) and a function f(v) € {2,3}, we construct
a graph G’ that is uniquely k-list colorable if and only if G is uniquely f-
list colorable. Graph G’ is constructed as follows. We use the fact that for
every k > 1 there is a uniquely k-list colorable graph Gy, (see Figure 1 and
[EGH02,GM01,MM99] for examples). Let V' = {vy,...,v,}. For each 1 <i <
n, we add k — f(v;) copies of G to the graph; denote these copies by G, ; for
l1<i<nand1l<j<k— f(v;). Let us fix an arbitrary vertex v; ; of each
graph G, ;. For each 1 < j <k — f(v;), vertex v; ; is connected to vertex v;.

Assume that L is a uniquely f-list colorable list assignment of G. Let «q,

.., Qg_9 be colors not appearing in L. For each vertex v; € V, let L'(v;) =
L(v;) U{on, ..., ak_ju,} Furthermore, define L' on the graph G, ; such that
this copy has a unique coloring, and in this unique coloring vertex v; ; receives
color ;. It is easy to see that L' on G’ has a unique coloring: the coloring
of each copy of each G, ; is uniquely determined, the color of v; ; is o, hence
vertex v; cannot receive any of the colors ay, ..., ag_y(,). Therefore, a coloring
of G' with L’ induces a coloring of G with L, which is unique by assumption.

Now assume that L’ is a uniquely k-list colorable list assignment of G’. Let
Y’ be the unique coloring of G" with L'. For each v; € V', let L(v;) = L'(v;) \
(V' (vin)U- - - U (Vi - p(uy)))- Clearly, |L(v;)| > f(v;). Moreover, the coloring v
induced by ¢’ on G is the unique coloring of G with L: if there were a coloring
different from ¢, then ¢’ could be modified accordingly to obtain a different
coloring of G’ with L', a contradiction.

In the rest of the paper, we consider only the U(2,3)LC problem. Therefore,
all the graphs appearing in the following are equipped with a list size function
f(v) € {2,3}. In the figures to follow, the list sizes are shown by small numbers
inside the vertices.

In Sections 4-6, we construct gadgets (building blocks) to be used in the
reduction of Section 7. Each gadget is a graph with some distinguished special
vertices. In the reduction a larger graph is built from these gadgets. The large
graph is constructed in such a way that a gadget is connected to the rest of
the graph only through its special vertices.

One direction in the proof of the reduction starts with the assumption that
the constructed graph has a uniquely colorable k-list assignment L having
coloring v as its unique coloring. For each gadget embedded in the graph,
coloring v assigns some colors to its special vertices. What is important to
notice is that the gadget has exactly one coloring in L with these combination



of colors appearing on the special vertices. If there were multiple such colorings,
then the gadget could be recolored, and since it is connected to the rest of
the graph through its special vertices (whose colors are not changed), the
resulting coloring would also be a proper coloring of the graph. However, this
would contradict the assumption that v is the unique coloring of L. Thus
the gadget has exactly one coloring with the given combination of colors on
the special vertices; we will say that coloring 1 on the special vertices has a
unique extension to the gadget. In the following, we will use this observation
repeatedly. The gadgets are constructed in such a way that if some coloring of
the special vertices has a unique extension in L, then L must satisfy certain
properties.

3 Unique satisfiability

In the satisfiability (SAT) problem, we are given a boolean formula ¢(x) where
x = (x1,...,x,) is a vector of variables, and it has to be decided whether there
is a variable assignment x satisfying ¢. In the unique satisfiability problem
(USAT), we have to decide whether there is ezactly one variable assignment
x that satisfies ¢. The USAT problem does not seem to be in either NP or
coNP. On the other hand, USAT is in DP = {L;N Ly : L1 € NP, L, € coNP}:
let L1 € NP be the set of satisfiable formulas, and let Ly, € coNP be the set
of formulas with at most one satisfying assignment. However, USAT is not
believed to be complete for DP: Blass and Gurevich [BG82] have given an
oracle relative to which USAT is not DP-complete.

It is easy to show that USAT is coNP-hard: a formula ¢(x,...,z,) is unsat-
isfiable if and only if

(xVo(xy,...,2)) ATV X)) N~ AN(TV xp) (1)

has exactly one satisfying assignment (namely, the assignment where every
variable is true). USAT is not known to be NP-hard, but Valiant and Vazirani
[VV86] have shown that USAT is NP-hard for randomized reductions (see
[CRI0] for a discussion on the precise meaning of randomized reductions in
this context).

The QSAT, problem is the counterpart of SAT on the second level of the
polynomial hierarchy:



2-QUANTIFIED SAT (QSAT,)

Input: A boolean formula ¢(x,y), where x and y are
vectors of variables.

Question: Is it true that “IxVye¢(x,y)”? That is, is there
an assignment x such that ¢(x,y) is true for
every assignment y?

QSAT, is the canonical complete problem for the complexity class X% (see
e.g. [Pap94]):

Theorem 4 QSAT, is X5-complete even if ¢ is required to be in 3-DNF form.

Recall that a formula is in DNF (disjunctive normal form) if it is the disjunc-
tion of terms. 3-DNF means that each term is the conjunction of exactly 3
literals. Besides QSAT,, the class ¥} has many natural complete problems,
see [SU02| for a compendium of complete problems.

We introduce a new variant of QSAT,: the quantifier “for all y” is replaced
by “for exactly one y.”

33I-SAT

Input: A boolean formula ¢(x,y), where x and y are
vectors of variables.

Question: s it true that “Ix3Jy¢(x,y)”? That is, is there
an assignment x such that ¢(x,y) is true for
exactly one assignment y?

It will be convenient to use this problem for determining the complexity of
unique list coloring, since 33!-SAT and UKLC have a similar quantifier struc-
ture. In the unique list coloring problem we have to decide whether there exists
a list assignment L such that there is exactly one coloring of L; that is, an
“exists” quantifier is followed by a “uniquely exists” quantifier, as in 33!-SAT.

Unlike USAT, which does not seem to fit into the complexity classes of the
polynomial hierarchy, 33!-SAT has the same complexity as QSAT, (recall
that a formula is in 3-CNF form if it is the conjunction of clauses and each
clause is the disjunction of 3 literals):

Theorem 5 33!-SAT is X5-complete even if ¢ is required to be in 3-CNF
form.



PROOF. The formula “Ix3ly¢(x,y)” can be written as “Ix, yoVyd(x, yo) A
(v # yo = —¢(x,y))”: there is an assignment x such that ¥ (x,yy) is true for

some yg, but ¥ (x,y) is false for every y # yq. Therefore, 33!-SAT can be
reduced to QSAT,, which shows that 33!-SAT is in Y.

By a reduction from QSAT,, we show that 33I-SAT is hard for ¥5. One can
write “IxVyo(x,y)” as “Ix—Jy-¢(x,y).” Furthermore, introducing a new
variable y, we can rewrite =3y —¢(x,y) (using the same trick as in (1) above)
to obtain

Ix3ly,y : (Y vV oox y)A@GVy) A ATV Ym), (2)
where ¥, ..., ¥y, are the variables in y.

By Theorem 4, it can be assumed that ¢ is in 3-DNF form. Therefore, by
applying De Morgan’s law, =¢(x,y) can be written in 3-CNF form, let (1,
..., C; beits clauses. Now yV=¢(x,y) = (yVCi)A---A(yVC,), hence (2) can
be written as a formula in conjunctive normal form, where there are clauses of
size two (namely, ¥V y;) and clauses of size four (namely, yV C;). However, we
want to prove that 33!-SAT is ¥b-complete even if the formula is 3-CNF. For
each clause (yV C;) of size 4, we proceed as follows. Let C; = (¢;1 V{2V {;3)
for some literals ¢; 1, €2, £;3. For every 1 < j <r, we introduce a new variable
Y}, which is bounded by the 3! quantifier. The clause (y V C;) can be replaced
by the following 4 clauses:

(YVLaVY) AoV sV i) AaVy;) ALV y)) (3)

It is clear that if (3) holds, then clause (y V C}) is satisfied: if y, €; 1, €j2, {;3
are all false, then the first two clauses could not be satisfied simultaneously.
Moreover, if a variable assignment satisfies (y vV C}), then this uniquely deter-
mines the value of y: if both ¢;5 and ¢;3 are false, then y; is false; if at least
one of them is true, then y; has to be true. Therefore, this replacement does
not change the solution to the 33!-SAT problem. The clauses of size 2 can be
easily taken care of: we can simply duplicate one of the literals. Hence (2) can
be transformed to a 3-CNF formula, completing the proof.

4 Implication gadgets

The implication gadgets will be useful building blocks in our reduction. The
following lemma summarizes the properties required from such a graph. We
prove that the graph shown in Figure 2a satisfies these requirements. When
building larger graphs that contain implication gadgets, then we use the short-
hand notation shown in Figure 2b for each copy of the implication gadget.



Lemma 6 (Implication gadget) Let x and y be two vertices, and let L be
a list assignment on these vertices. Then x and y can be connected by a graph
F' (called the implication gadget with input = and output y) such that the
following statements hold:

(1) For arbitrary colors ¢ € L(z) and d € L(y), the list assignment L can be
extended to F' such that
(a) If () = ¢ and Y(y) = d, then ¢ has a unique extension to F.
(b) If (x) = c and Y (y) # d, then ¥ cannot be extended to F.
(c) If ¥(x) # ¢ and Y (y) is arbitrary, then ¢ can be extended to F.

(2) Let ¢ € L(x) and d € L(y) be arbitrary colors. Assume that the list
assignment L is extended to F' in such a way that color ¢ on x, and color
d on y uniquely determines the coloring of F. If ¢ € L(x) and d' € L(y)
are arbitrary colors with ¢ # ¢, then there is a coloring ¢ with ¢(x) = ¢

and ¢(y) =d'.

Intuitively, the first statement says that the lists of F' can be set up in such
a way that using color ¢ on the input vertex x forces the use of colors d on
the output y (properties la and 1b). On the other hand, if the color of x is
different from c, then the gadget is “turned off”: there is no restriction on
the color of y (property 1c). Therefore, there is only one color at x that has
any effect on the colors assignable to y (we say that only color ¢ activates the
gadget).

It is possible that in a given list assignment more than one color at z can
activate the gadget. However, the second statement says that if the gadget is
part of a larger graph that has a uniquely colorable list assignment L, and
vertex x receives color ¢ in the unique coloring, then every color ¢ different
from ¢ turns off the gadget.

PROOF. We show that the graph F shown in Figure 2 satisfies the re-
quirements. To prove the first statement of the lemma, assume that L(y) =
{d, A1, A2} and consider the following list assignment (see Figure 2):

o L(r}) = L(s}) = {c,m} and L(r]) = L(s}) = {c, 72} for j = 1,2,
o L(r1) = L(s1) = {n1,72,01} and L(ray) = L(s2) = {71, 72,02},
o L(r)={01,02,\1} and L(s) = {d1, 2, A2 }.

If |L(y)| = 2, then we can take A\; = Ay. This will not cause any difficulties in
the proof.

In list assignment L, if x is colored with color ¢, then this has a unique ex-
tension to the gadget, and it forces vertex y to have color d. Color ¢ at x
forces vertices 17, s to color 71, and vertices 77, s7 to color 7,, which, in turn,
implies that vertices r; and s; have color 97, and vertices r, and s, have color



0. Therefore, vertex r has color A\, vertex s has color A, hence the only color
remaining for y is d, as required. To show part (c) of the statement, notice
that if the color of z is different from ¢, then vertices r}, r7, s’, and s7 can
receive color c. Assign to vertex r and s colors different from the color of y.
Now vertex r; can receive a color different from ¢ and the color assigned to r.

Vertices 19, s1, S2 can be assigned a color similarly, proving part (c).

[
|
;

(a) (b)

Figure 2. The implication gadget (a), and its simplified notation (b).

To prove the second statement, assume that we are given a list assignment L,
and 1) is the unique coloring with ¢ (z) = ¢ € L(x) and ¢(y) = d € L(y). For
every ¢ € L(z)\ {c} and d' € L(y), it has to be shown that there is a coloring
¢ with ¢(z) = ¢ and ¢(y) = d'.

We claim that either color ¢ is present in both of L(r}) and L(r7), or ¢ is
present in both of L(r}) and L(ry). If not, then without loss of generality it
can be assumed that ¢ € L(r]) and ¢ € L(r}). We modify coloring v in such a
way that it remains the same on x and y, contradicting the assumption that
there is exactly one coloring with color ¢ at x, and color d at y. The list L(r)
contains 3 colors; therefore, it contains a color a different from (r) and from
¥(y) = d. Assign this color a to r. Furthermore, assign to r; a color different
from « and (), denote this color by k1. The list L(r}) contains a color w;
different from kq, assign this color to r}. Since w; # ¢, there is no conflict
between 7| and x. Similarly, we can assign a color xy different from « and
(1Y) to vertex ry. Vertex 14 can receive a color wy different from ko, which
cannot be c. Therefore, the resulting coloring is a proper list coloring of the
gadget. This coloring is different from v (since the color of r was changed),
but it assigns the same colors to the input and output, a contradiction.

Assume therefore that, without loss of generality, ¢ € L(r]) and ¢ € L(r7}).
We show that color ¢ # ¢ at x, and color d at y can be extended to the



gadget. Let ¢(rh) € L(r}) and ¢(ry) € L(r5) be colors different from ¢/, and
let ¢(ry) € L(ra) be a color different from ¢(rh) and ¢(rf)). Let ¢(r) € L(r) be
a color different from ¢(rs) and d'. Set ¢(r}) = ¢(r}) = ¢, and let ¢(ry) € L(ry)
be a color different from ¢ and from ¢(r). We have shown how to determine
the colors assigned to the vertices r, r;, T;, r}’; the vertices s, s;, etc. can be
handled analogously. The way ¢ was constructed ensures that it is a proper
list coloring.

The multi-implication gadget is the more advanced version of the implication
gadget, having several input and output vertices. The multi-implication gadget
is not a single gadget, but a family of gadgets: the number of input and output
vertices can be arbitrary.

Lemma 7 (Multi-implication gadget) Let [ = {x1,22,...,2,} and O =
{Y1,Y2, .., Ym} be two sets of vertices, and let L be a list assignment on
these sets. Then I and O can be connected by a graph F, ,, (called the multi-
implication gadget with n inputs and m outputs) such that the following state-
ments hold:

(1) For arbitrary colors ¢; € L(x;) and d; € L(y;) (1 <i<n,1<j<m),
the list assignment L can be extended to F, ,, such that
(a) If Y(x;) = ¢; and Y(y;) = d; for 1 <i<n, 1<j<m, then has a

unique extension to I
(b) If Y(x;) = ¢; and Y(y;) = dj for 1 <i<n, 1 <j<m, and d; # dy
for at least one j' (1 < j' < m), then 1 cannot be extended to F.
(c) If Y(x;) = ¢ and P(y;) = d; for 1 <i<n, 1 <j<m, and cj # cy
for at least one i’ (1 < i <mn), then ¢ can be extended to F.

(2) Let ¢; € L(z;) and d; € L(y;) (1 <@ < n, 1 < j < m) be arbitrary
colors. Assume that the list assignment L is extended to F,, ,, in such a
way that there is a unique coloring v with ¥ (x;) = ¢; and Y(y;) = d; for
every 1 <i<mn, 1 <j<m. Let c; € L(z;) and d; € L(y;) (1 <i < n,
1 < j < m) be arbitrary colors with cy # ¢, for at least one 1 < i’ < n.
Then there is a coloring ¢ with ¢(z;) = c; and ¢(y;) = d; for every
1<i<n, 1<j<m.

The idea is the same as in the implication gadget, but here a particular combi-
nation of colors on the input vertices forces a particular combination of colors
on the output vertices, and every other combination of colors has no effect on
the output vertices.

PROOF. The construction of F}, ,, starts with a path by, b, ..., b,, vertex b,
has list size 2, while the other vertices have size 3 (see Figure 3). A vertex
a; with list size 2 is attached to each vertex b;. Input vertex x; is connected
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to a; via an implication gadget F* (z; is the input, a; is the output of the
gadget). Finally, vertex b, is connected to each output vertex y; via a copy of
the implication gadget; denote by F]?’ut the gadget with input b, and output
y;. This completes the construction of the graph F), ,,.

T

Z2 Y1
z3 Y2
T4 Y3

(b)

Figure 3. The multi-implication gadget with 4 inputs and 3 outputs (a), and its
simplified notation.

To prove the first statement of the lemma, consider the following list assign-
ment:

L(a;) = {a;,v} for 1 <i <m,
L(by) = {a1, b1},
L(b;) = {cv, Bi—1, Bi} for 1 <i <,

Moreover, the lists of the vertices in FI™ are set up in such a way that color
¢; at x; forces color o on vertex a; (by Statement 1 of Lemma 6, such a list
assignment exits). Similarly, the list assignment of the implication gadget F ]9‘“
ensures that color 3, at b, forces color d; on output vertex y;. Therefore, if
¥(x;) = ¢; for every 1 < i < n, then this implies ¢ (a;) = «;, and consequently,
P(b;) = B; for every 1 < i < n. Moreover, ¢(b,) = 3, implies ¢(y;) = d; for
every 1 < j < m, proving Statements la and 1b.

To prove Statement lc, assume that ¢, # ¢y for some 1 < 4" < n, and consider
the following coloring:

o Y(x;) =c; for 1 <i<nmn,
o Y(y;) =d. for 1 <j<m,
o Y(a;) =y fori #17,

e Y(ay) =7 and Y(by) = o,
o (b)) =p;for 1 <i<i,

o (b)) = ;g for i <i<n.

This coloring can be extended to F}*: since ¥ (zy) # c¢;, the gadget is turned
off (Statement 1c of Lemma 6). For every i # ', the color of a; is «;, hence the
coloring can be extended to FI™ as well, regardless of the color of z;. Finally,
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the color of b, is different from (,,, thus the gadgets F]’-Jut are also turned off,
and the coloring can be extended to the whole gadget.

Now assume that the conditions of Statement 2 hold for list assignment L.
A coloring ¢ with ¢(z;) = ¢, and ¢(y;) = d; is constructed as follows. In the
following we assume for convenience that 1 < i’ < n, it is straightforward to
adapt the proof for the cases i = 1 and ¢’ = n. Let ¢(a;) = ¢(a;) for i # 7. Let
¢(b,) be a color different from 1 (b,) and ¢(a,). Fori =n—1,n—2,...,7+1,
let 1(b;) be a color different from ¢(a;) and ¢(b;11). Let ¢(by) be a color
different from ¢(a;), and for ¢ = 2,3,...,7 — 1, let ¢(b;) € L(b;) be a color
different from ¢(b;_1) and ¢(a;). Let ¢(by) € L(by) be a color different from
@(bir—1) and ¢(by41). Finally, let ¢(ar) be a color different from ¢(by ).

We show that coloring ¢ can be extended to the implication gadgets, which
proves Statement 2. Notice that with the assumed list assignment L, the con-
ditions in Statement 2 of Lemma 6 hold for each implication gadget. For
example, if there were two different colorings of F/™ with color ¥ (z;) on the
input and color ¥ (a;) on the output, then there would be another coloring of
F, ,, with colors ¢; on the inputs and colors d; on the outputs, which would
contradict the assumption of Statement 2 of the lemma being proved. This
means that coloring ¢ can be extended to Fi*, since ¢(xy) = ¢, # ¢; implies
that FJ* is turned off. The coloring can be extended also to each FI™ for i # ¢/,
since ¢(a;) = ¢(a;). Finally, ¢(b,) # 1(b,) implies that the gadgets F"* are
turned off, the coloring can be extended regardless of the colors assigned to
the vertices ;.

5 L-variable gadgets

Two different types of gadgets represent the variables in the reduction: the
L-variable gadgets defined in this section, and the C-variable gadgets to be
introduced in Section 6. “L” stands for “list”: intuitively, a list assignment on
the L-variable gadget can be used to determine a truth value. The “C” stands
for “coloring” in the C-variable gadget: in every list assignment of the gadget,
its colorings can be divided into colorings representing true, and colorings
representing false.

The following lemma describes what properties are required from an L-variable
gadget; the proof shows how to construct such a graph.

Lemma 8 Given n+m vertices x1, ..., Tn, T1, ..., Ty, with list size 2, they

can be connected by a graph H, ., (called the L-variable gadget with n + m
outputs) such that
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(1) There are two list assignments Ly and Lo, such that Ly(x;) = Li(Z;) =

Lo(x;) = Lo(z;) ={1,2} for 1 <i<nand 1< j<m, and

(a) V(x;) =1 (1 < i < n) for every coloring 1 of list assignment Ly,
and every combination of colors 1 and 2 on the vertices Ty, ..., Tm
can be extended to the gadget in a unique way.

(b) ¥(z;) =1 (1 < j < m) for every coloring 1 of list assignment Lo,
and every combination of colors 1 and 2 on the vertices xq, ..., T,
can be extended to the gadget in a unique way.

(2) Let L be a list assignment of the gadget, and let Y(xy), ..., ¥(x,), ¥(Z1),

., W(&y,) be colors such that the gadget has a unique extension v if

these colors appear on the outputs. Then one of the following holds:

(a) For arbitrary colors ¢; € L(Z;) (1 < j < m), there is a coloring of
the gadget such that color v(x;) appears on x;, and color ¢; appears
onz; (1<i<n,1<j<m).

(b) For arbitrary colors ¢; € L(x;) (1 <1i < n), there is a coloring of the
gadget such that color ¢; appears on x;, and color (Z;) appears on
z; 1<i<n,1<j<m).

The vertices 1, ..., x, are called the left side of the gadget, while vertices Z1,

, T form the right side. Statement la says that there is a list assignment
that forces every vertex of the left side to color 1, but has no effect on the
right side, those vertices can be colored arbitrarily. Conversely, there is a list
assignment that forces the right side to color 1, but has no effect on the left
side. Statement 2 considers list assignments where the outputs can force a
unique coloring on the gadget. Statement 2 requires that there is no such list
assignment that forces vertices on both sides: in every list assignment, either
the first or the right side can be recolored arbitrarily. In our reduction, we use
Statement 1 to chose a list assignment for the gadget based on the truth value
of the variable. In the other direction of the reduction, Statement 2 is used to
deduce a value for the variable, based on whether 2(a) or 2(b) is satisfied by
the list assignment.

PROOF. The gadget is constructed as follows (see Figure 4). The seven
vertices v, vy, v, U3, U1, U, U3 form the core of the gadget, denote the set
of these vertices by K. The edges induced by the core are shown in bold in
Figure 4. We add 3n + 3m new vertices s;, t;, w;, 5;, t;, u; (1 < i < n,
1 <5< m). Connect vertex t; to vy, vs, and s;; connect s; to x; and wu;.
Vertices t;, vy, U3, §;, T;, and @; are connected in a similar way. Finally, add
a multi-implication gadget with seven inputs and n + m outputs: the inputs
are the vertices of the core, the outputs are the vertices u;, u; (1 < i < n,
1 < j < m). The list size of the vertices are as shown in Figure 4.

We show how to construct the list assignment L; required by the first state-
ment, the existence of Ly follows by symmetry. Set L(u;) = L(u;) = {3,4},
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Figure 4. The L-variable gadget with 3 + 3 outputs.

and consider the list assignment of the core K shown in Figure 5. It is easy to
verify that this list assignment admits exactly one coloring of the core, namely
the coloring where every vertex receives the first color from its list. The lists
of the vertices in the multi-implication gadget can be set in such a way that
this particular combination of colors on the core forces color 3 on each of the
vertices u;, ;. Since there is only one coloring of the core, the vertices u;, u;
have color 3 in every coloring. The lists of the remaining vertices are set as
follows:

L(t;) = {1,3,4}, L(s;) = {2,3,4} for 1 < i <mn, and
oL(f) L(5;) ={1,2,3} for 1 <j <m.

Vertices v, and v3 force vertex t; to have color 4, thus vertices ¢; and wu; force
vertex s; to receive color 2, and vertex x; receives color 1.

U1 U1
@ (2
(%) Vg

@
U3 U3

Figure 5. The core of the L-variable gadget with a uniquely colorable list assignment.

Since 7; and o3 have color 3, both color 1 and 2 are still available at ¢;. The
color of #; is 3, hence only colors 1 and 2 are available at 5;. Therefore, the
color of Z; can be either 1 or 2, and setting the color of Z; uniquely determines
the colors of §; and ¢;. This proves Statement 1 of the lemma.

To prove Statement 2, assume that list assignment L and coloring 1 satisfy the
conditions. We consider two cases depending on whether L restricted to the
core K is uniquely colorable or not. Assume first that the core has a coloring
1" that is different from the coloring induced by . Notice that the multi-
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implication gadget together with the list assignment L satisfy the conditions
in Statement 2 of Lemma 7 (it is “turned on”): if the multi-implication gadget
had another coloring with the same colors on the inputs and outputs, then
the L-variable gadget would have another coloring with the same colors on its
outputs. Therefore, if we recolor the core using coloring ¢/, then this turns off
the multi-implication gadget, which means that the coloring can be extended
to the gadget, regardless of the colors at the vertices u;, u;. We show that
now both (a) and (b) of Statement 2 hold, in fact, any coloring of the outputs
can be extended to the L-variable gadget. First recolor the core, as described
above. Assign to vertex t; a color different from the colors of v; and v3; assign
to s; a color different from the colors of ¢; and z;; and assign to u; a color
different from the color of s;. Similar assignments can be done on the other
side of the gadget. Since recoloring the core turns of the multi-implication
gadget, the coloring described so far can be extended to the whole gadget, as
required.

Therefore, we can assume that the core is uniquely colorable in L. We claim
that either ¥ (vy) = ¥(v3) or (1) = 1(v3) holds. If not, then consider the
graph that is the same as the core, but it has the edges v,v3 and v;v5 in
addition. This new graph is also uniquely colorable, since adding edges cannot
increase the number of colorings, and ¢ remains a proper coloring. However,
after the addition of these two new edges, both biconnected components of
the core become complete graphs, thus by Theorem 1, the graph cannot be
uniquely 2-list colorable, a contradiction.

We show that if ¢(v;) = 1(v3), then (a) of Statement 2 holds; by a similar
argument one can show that ¥ (v;) = ¥(vs) implies (b). We modify 1) such
that color ¢; appears on vertex z,. Assign to vertex 5; a color different from
the colors appearing on Z; and @;; assign to ¢; a color different from the color
assigned to §; and from ¢(v;) = 1(vs). This yields a coloring satisfying the
requirements of (a), proving the lemma.

6 C-variable gadgets

The second type of variable gadget used in the reduction is the C-variable
gadget, which is somewhat more complex than the L-variable gadget.

Lemma 9 Given vertices x1, ..., Tp, T, ..., Tm, V1, ..., U7, and u with list
size 2, one can connect these n+m + 2 vertices with a graph C,, n, (called the
C-variable gadget with n + m outputs, core vertices vy, ..., vy, and control

vertex u) that satisfies the following requirements:

(1) There are list assignments L and L such that the lists of the vertices x;,
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zj, v, w are {1,2} in both list assignments, and the following properties

hold:

(a) In list assignment L, if vertex vy receives color 1, then every x; re-
cetves color 1; if vertex vy receives color 2, then every I; receives
color 1.

(b) In L there is exactly one coloring 1 with ¢¥(z;) = 1, ¥(Z;) = 2, and
Yu)=11<i<n, 1<j5<m).

(¢c) In L there is a coloring ¥ with ¥(vy) = 2, ¥(z;) = 2, and ¥(Z;) = 1
A<i<n 1<j<m)

(d) In list assignment L, if vertex vy receives color 1, then every x; re-
ceives color 1; if vertex vy receives color 2, then every Z; receives
color 1.

(e) In L there is exactly one coloring ¥ with ¥(x;) = 2, ¥(Z;) = 1, and
Pu)=1(1<i<n, 1<j<m)

(f) In L there is a coloring 1 with ¢¥(vi) = 1, ¥(z;) = 1, and Y(Z;) = 2
1<i<n,1<j<m).

(2) Let L be a list assignment and 1) a coloring of L such that in L the colors

assigned by 1 to the vertices x;, Tj;, v1, ..., v7, u uniquely determine the

color of every other vertex in the gadget. Then

(a) There is a coloring ¢ of the vertices vy, ..., vz, T, ..., Ty, such that
for every possible combination of colors on x1, ..., x,, coloring ¢
can be extended to the whole gadget with this combination on those
vertices.

(b) There is a coloring ¢ of the vertices vy, ..., vy, T1, ..., T, such that
for every possible combination of colors on T1, ..., Tm, coloring ¢
can be extended to the whole gadget with this combination on those
vertices.

(c) Colorings ¢ and ¢ differ on at least one of the vertices vy, ..., vr.

Let us try to make sense of these technical requirements. We call the vertices
x1, ..., T, the lower side of the gadget, while vertices 1, ..., Z,, form the
upper side. The two list assignments defined in Statement 1 are almost the
same. In both of L and L, if vertex v; has color 1, then this forces the lower
side (x1, ..., x,) to have color 1; while if there is color 2 on vy, then the
upper side (Z1, ..., &,) is forced to color 1. The output vertices not forced
by the color of v; can be colored with 2 (possibly other combination of colors
can also appear on these vertices, but it will not be relevant). The color of
vertex vy will correspond to the two possible truth values of a given variable.
The difference between L and L appears only if we consider the uniqueness
of the colorings. In both of L and L, there is a coloring that assigns color 1
to vy, color 1 to the lower side, and color 2 to the upper side. Possibly there
are several such colorings, but we know that in L there is exactly one such
coloring that also assigns color 1 to control vertex u. Similarly, in L there is
exactly one coloring where vy has color 2, the lower side has color 2, the upper
side has color 1, and in addition, control vertex u has color 1.
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If the C-variable gadget is part of a larger graph having a uniquely colorable
list assignment L, then Statement 2 can be used. If ¢ is the unique coloring
of L, then clearly the colors assigned by v to the vertices x;, Z;, v1, ..., vz,
and u have to force a unique coloring on the rest of the gadget, otherwise the
gadget could be recolored, which would result in another coloring of L. The
important thing in Statement 2 is that there is a coloring of the core vertices
that does not force any restriction on the coloring of the lower side, and there
is another coloring that does not force any restriction on the upper side.

PROOQOF. The construction of the gadget starts with the 11 vertices vy, ...,
vz, W1, . . ., wy (see Figure 6). The subgraph induced by vy, ..., v7 will be called
the core of the gadget (shown by bold edges in the figure). For 1 < ¢ < 7, the
vertices u, and u, are connected to vertex vy (note that these edges are not
fully drawn in Figure 6).

T1 81 T

P

H
- U
A
F
5
xr1 81 1
Figure 6. The C-variable gadget with 1 4+ 1 outputs, core vertices vy, ..., v7, and

control vertex w.

For each 1 <7 < n, we add the following vertices:

a vertex a; connected to v4 and vy,

a vertex b; connected to v, and wvs,

a vertex t; connected to a; and b;,

a vertex s; connected to x; and t;, and
a vertex r; connected to s;.

For each 1 < j < m, we add the following vertices:
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U4 U7

Figure 7. The core of the C-variable gadget with a list assignment that has exactly
two colorings.

e a vertex a; connected to vy and vs,

e a vertex Ej connected to vy and vy,

e a vertex t; connected to a; and Ej,

e a vertex §; connected to Z; and 7;, and
e a vertex 7; connected to 5;.

There is a multi-implication gadget F' whose inputs are the vertices uq, ...,
u7, and the outputs are the vertices r, ..., r,. Similarly, a multi-implication
gadget F connects the 7 vertices @y, ..., @7 to vertices 7y, ..., 7. Finally,
there is a multi-implication gadget H whose only input is vertex u, and has
14+3n+3m outputs: vertices uy, g, a;, b;, t;, G, Ej, tifor1<(<7,1<i<n,
1 < j < m. This completes the description of the gadget.

The list assignments L and L are defined as follows. We describe only L and
prove properties (a)—(c). List assignment L and properties (d)—(f) follow from
symmetry. Notice the inherent symmetry in the construction: the connections
are the same on both sides of the gadget (in the core, vertices vy and vs play
the same role in the upper side as v, and v; play in the lower side).

The list assignment on the vertices vy, ..., vy, wy, ..., wy is shown in Figure 7.
The core has exactly two colorings with these lists: either every vertex v,
receives the first color from its list, or every vertex receives the second color.
For every 1 < ¢ <7, the list of u, contains color a and the first color in L(vy),
while the list of @, contains o and the second color of L(v,). Furthermore, for
every 1 <1 <nand1<j5<m
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The lists in multi-implication gadget F' are set up such that if all 7 vertices u,
have color «a, then this forces color o on the vertices r;. Similarly, the gadget
F is set up to ensure that color a on vertices @, forces color a on the vertices
;. Finally, the list assignment of gadget H is set in such a way that if u has
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color 1, then this forces

color v on vertices uy and w, (1 <€ <7),
color a on vertices a; (1 <7 < n),

color 3 on vertices b; (1 <1i <n),

color 1 on vertices t; (1 <1i <n),

color 3 on vertices a; (1 < j <m),

color 3 on vertices Bj (1<i<m),

color a on vertices t; (1 <i <m).

To verify (a) of Statement 1, assume first that vertex v; has color 1, this
determines the coloring of the core: each vertex must receive the first color
from its list. Because of the edge between v, and u,, each vertex wu, has to
receive color a. Thus the multi-implication gadget F' is turned on, and it
forces vertex r; to color a.. Vertices vy and vy force vertex a; to color «, while
vertices vy and vs force vertex b; to color 3, thus vertex t¢; has to receive color
1. Therefore, vertices r; and t; force vertex s; to color 2, and vertex z; receives
color 1, as required. A similar argument shows that color 2 on vertex v; forces
color 1 on vertex ;.

Next we prove property (b). By property (a), ¢(z;) = 1 implies ¢(v;) = 1.
Having color 1 at vertices v; and u uniquely determines the color of every
vertex except the vertices 5; and ;. Indeed, color 1 at vertex v; determines
the coloring of the core, and this coloring forces color o on each of the vertices
wi, ..., wy. Color 1 at u turns on the gadget H, setting the color on the
outputs of H. In particular, every wuy, u, is forced to color «, hence gadgets F'
and F are also turned on, giving color « to vertices r; and 7;. Color « on r;
and color 1 on z; and ¢; force s; to have color 2. Similarly, color @ on 7; and
color 2 on Z; force 5; to color 1. Therefore, in this case the coloring of the
gadget is uniquely determined by the coloring of the vertices 1, ..., x,, %1,
covy Ty, U

To prove (c), first assign color 2 to vertex u, this turns off the multi-implication
gadget H. For each vertex of the core, assign to it the second color from its
list, hence vertex vy receives color 2. Now vertex a; can receive color 3 (since
both vy and v; have color 1), vertex b; can receive color (3, hence t; can receive
color c. This means that s; can use color 1, thus there can be color 2 on vertex
x;. As we have seen in property (a), if vertex v; has color 2, then the vertices
z; receive color 1, as required. This proves property (c), since it is easy to
assign colors to the vertices not considered in this paragraph.

To prove the second part of the lemma, assume that L and v satisfy the
assumptions. In the colorings ¢ and ¢ required by the lemma, we assign to
vertex u a color different from v (u), which turns off gadget H; therefore, this
gadget does not play any role in the rest of the proof. A coloring of the core
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can force some restriction on the lower side via vertices a;, b;, and the gadget
F'. We show that there is coloring ¢ of the core that either does not force aj;,
or does not force b;, or does not turn on gadget F', hence the lower side can
be colored arbitrarily. Similarly, we construct another coloring ¢ of the core,
which either does not force a;, or does not force b;, or does not turn on F,
allowing any combination of colors on the upper side.

If ¢(vy) = @(v7), then coloring ¢ of the core does not force a;, and if ¢(vy) =
#(vs), then coloring ¢ of the core does not force b;. Similarly, if ¢(vs) = ¢(vs),
then a; is not forced, and ¢(vy) = ¢(v7) means that b; is not forced. How
can we ensure that a coloring of the core does not turn on gadget F or F?
Let ay be the color L(ug) \ ©(us), and let &, be L(u,) \ ¥ (ty). By Lemma 7,
Statement 2, the only combination of colors on the vertices uq, ..., ur that
turns on gadget F' is the colors assigned by . Therefore, if color o, appears
on v, for each 1 < ¢ < 7, then this forces color ¢(uy) on vertex wu,, which turns
on the gadget F'. Moreover, this coloring of the core is the only combination of
colors that turns on gadget F'. Similarly, the only combination of colors on the
core that turns on gadget F is having color &, on v, for every 1 < ¢ < 7. The
following lemma shows that there is a coloring ¢ of the core that does not force
the lower side (since it satisfies one of the three properties discussed above)
and a coloring ¢ that does not force the upper side (for a similar reason).

Claim 10 The core has two different colorings ¢ and ¢ such that the following
two statements hold:

(1) Either
e coloring ¢ is different from coloring oy, ..., ay,
o ¢(vy) = P(vs) holds, or
o O(vg) = ¢(v7) holds.

(2) Either
e coloring ¢ is different from coloring é, . .., dy,
e (vy) = ¢(vs) holds, or
o (v3) = ¢(vr) holds.

PROOF. By Theorem 1, the core induces a graph that is not uniquely 2-list
colorable. Since the list size is 2 for every vertex of the core, this means that
the core has at least two different colorings in L. Assume first that the core has
at least three different colorings. In this case one of these colorings is different
from coloring aq, ..., oy, and one of the remaining at least two colorings is
different from coloring @, ..., a,. Thus we can define ¢ and ¢ as required.

Now assume that the core has exactly two colorings. Let ¢ be the coloring

induced by % and let 5 be the other coloring. It turns out that in this case
the list assignment of the core has to be essentially the same as in Figure 7.
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That is, in one of the colorings, v, has the same color as vs or v;, implying
that the core does not force a color on ¢;; in the other coloring, v, has the
same color as vs or vz, implying that the core does not force a color on t;. In
order to show this, we have to use the fact that ¢ (vy) # 11 (vy), otherwise
there would be at least two different possible colors for w;, contradicting the
assumptions of Statement 2 of Lemma 9. The vertices ws, w3, w4 can be used
to obtain similar requirements on ).

First we show that 1 (v1) # 12(v1). Assume that 11 (vy) = 1h5(vy), this means
that color ¢ = L(v;) \ ¢1(v1) on vertex v; cannot be extended to a coloring of
the core. If color ¢ on vertex v; can be extended to a coloring of the vertices
v1, Vg, U3, U4, and it can be extended to a coloring of vy, vs, vg, v7, then
there is a coloring of the core with color ¢ on vertex v;. We assumed that
1y and 1) are the only colorings of the core; therefore, it can be assumed,
without loss of generality, that color ¢ on vertex v; cannot be extended to
vertices vq, v3, v4. This is only possible if L(vy) = {c,a}, L(vs) = {¢, 8} and
L(vs) = {«, 8} for some distinct colors «, § different from c¢. However, in this
case, color 1y (v1) # ¢ on vertex vy can be extended to vertices vg, v, v4 in at
least three different ways, as follows. Color ;(vy) is different from one of «
and [, assume that ¢ (v;) # «. The following three colorings are compatible
with color 9 (v;) on vy, hence there are at least three colorings of the core, a
contradiction:

d 1/1(U2) =, 1/1(U3) =, w(’U4) =,
o Y(va) =c, ¥(v3) = B, Y(vg) = c,
o Y(v2) = a, P(vs) =B, Y(va) = c.

Thus each of the two colors in L(vy) has a unique extension to vy, vs, v3, vy,
and a unique extension to vy, vs, ve, v7. Let L(vy) = {1,2}. At least one of
L(vy) and L(v4) has to contain color 1, otherwise color 1 on vertex v; can be
extended to vq, v3, v4 in more than one way. Similarly, one of L(vy) and L(vy)
contains color 2. We show that for some iy,is € {2,4}, iy # i3, we have that
Uy (viy), a(vy,) € {1,2} and 91 (v;,) # 12(vi,). That is, one of vy or vy has
color 1 or 2 in 11, and the other vertex has the other color in 5. We consider
the following cases:

Case 1: 1 € L(vy) N L(vy). If 1 & L(v3), then there is more than one way of
extending color 2 on vy to v, v3, v4: assign color 1 to vy and vy, and assign
either color of L(vs) to vs. Thus, L(ve) = {1,a}, L(vy) = {1,5}, L(vs) =
{1,~}, where «, 3, 7 need not be distinct colors (but they are all different
from 1). Now color 1 on vertex v; can be extended by assigning color « to vy,
color 1 to vz, and color § to vy; while color 2 on vertex v; can be extended
by assigning color 1 to vy and w4, and color v to v3. Since the core has only
two colorings, these are the unique extensions of color 1 and 2 on v; to the
vertices vq, v3, v4. However, neither of these colorings satisfies the requirements
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on ¥y: if ¥y (vy) = 1, then ¥y (v1) = ¥1(v3) = 1 follows; if 11 (v1) = 2, then
U1(v2) = thr(va) = 1.

Case 2: 2 € L(vg) N L(vy). Similar to Case 1.

Case 3: L(vg) = {1,2}. Tt can be assumed that 1,2 & L(v,), otherwise we
are in Case 1 or 2. Therefore, the edge between v, and v; can be disregarded,
since their lists are disjoint. Assigning either color 1 or 2 to vertex v; has
to force a unique coloring on the path vy, vy, v3, vy, this is only possible if
L(v1) = L(vy) = L(vs) = L(vy) = {1,2}. However, in this case the color
of v; and wg are the same in every coloring, contradicting the assumption

P1(v1) 7 Pr(vs).
Case 4: L(vs) = {1,2}. Similar to Case 3.

Case 5: L(v)N L(vy) # (. If we are not in Case 1 or 2, then it can be assumed
without loss of generality that L(vy) = {1,a} and L(vs) = {2, a}. The list
L(v3) has to contain color «, otherwise any color on v; could be extended to
Vg, V3, ¥4 in more than one way: assign color « to vs, vy, and assign any color
of L(vs) to vs. Let L(vsz) = {a, B}. Color 1 on v; forces vertex vy to color a,
which forces color (3 on vertex vs. Color 8 has to force some color on vertex
vy. Since 3 is different from «, this is only possible if § = 2. However, by a
symmetrical argument (considering the extension of color 2 on v;), one can
show that # = 1, a contradiction.

Case 6: L(v2)NL(vy) = 0. If we are not in Case 3 or 4, then it can be assumed
without loss of generality that L(vy) = {1,«a} and L(vs) = {2, 3} for some
distinct colors «, 3 different from 1 and 2. We know that color 1 on v; has a
unique extension to wvq, vz, v4. Since color 1 on v; forces color o on vq, this is
only possible if color e on vertex v, forces some color on vertex vz, which forces
some color on vy. Therefore, L(v3) has to contain a. By a similar argument,
L(v3) has to contain also (3, thus L(vs) = {«, 3}. Therefore, in the coloring
that assigns color 1 to vertex vy, vertex vy has to receive color 2, while in the
other coloring, which assigns color 2 to vy, vertex vy has to receive color 1.
Thus one can set iy and 19, as required.

A symmetrical argument shows that for some ji, 72 € {5, 7}, 71 # j2, we have

that wl(vjl),wg(%) € {1,2} and wl(’l}jl) 7£ wz(’l}jz). Notice that wl(’l}h) =
Y1 (vj,): they are both 1 or 2, but different from v, (vy) € {1,2}. Similarly,

Vo(vi,) = a(vy,). If iy = 2, then let ¢ := ¢, and ¢ := 1)y, In this case
P(v2) = ¢(vs) (if j1 = 5) or ¢(v2) = P(vyr) (if j1 = 7). Similarly, ¢(vs) = G(vs)
(if jo = 5) or ¢(vg) = ¢(vy) (if jo = 7), what we had to prove. The case i; = 4

is similar. This completes the proof of Claim 10.

22



To proceed with the proof of Lemma 9 and prove Statement 2(a), we show
that for arbitrary colors d; € L(x;), one can extended coloring ¢ of the core
defined by Claim 10 to the whole gadget such that ¢(x;) = d; holds for every
1 <4 < n. Moreover, the color assigned to vertex z; will not depend on the
colors d;, hence color ¢(z;) of Statement 2 can be defined as this color.

Coloring ¢ of the core can be extended to vertices wq, we, w3, wy4: these vertices
have only two neighbors, but their lists contain three colors. Similarly, the
vertices uq, ..., uy, Uy, ..., u7 can be colored as well, since each of them is
connected to only one vertex of the core. Let ¢(7;) = 1(7;) for 1 <i <n and
1 < j < m. Now the coloring can be extended to the multi-implication gadget
F, since its outputs have the same colors as in ¢ (Statement 2 of Lemma 7).

For every 1 < 7 < m, the coloring is extended as follows:

assign to vertex a; a color different from ¢(vz) and ¢(vs),
assign to vertex b; a color different from ¢(vy) and ¢(v7),
assign to vertex ¢; a color different from ¢(

—~

This completes the description of the extension of ¢ to the upper side. The
way we extend ¢ to the lower side depends on which of the three possibilities in
Claim 10 holds. Assume first that ¢ is different from aq, ..., a7, which means
that the coloring of uy, ..., uy turns off the gadget F. For every 1 <1 < n,
assign to vertex a; a color different from ¢(v4) and ¢(v7); assign to vertex b; a
color different from ¢(v,) and ¢(vs); assign to s; a color different from x; and
t;; and assign to r; a color different from s;. Since gadget F' is turned off, this
last assignment can be extended to the gadget F'.

Assume next that ¢(vs) = ¢(v7) holds. In this case, for every 1 < i < n, set
o(r;) = ¥(r;) and assign to vertex s; a color different from ¢(r;) and from
o(x;). As ¢(vy) = ¢(v7), the coloring of the core does not force a color on
vertex b;, hence vertex a; can be assigned a color different from ¢(vy) and
¢(v7); vertex t; can be assigned a color different from ¢(a;) and ¢(s;); and
finally vertex b; can be assigned a color different from ¢(vy4) = ¢(vs) and ¢(¢;).
In the last case of Claim 10, when ¢(vy) = ¢(v7), the situation is similar, but
we use the fact that the color of vertex a; is not forced by the coloring of the
core.

If we assign to vertex u a color different from ¢ (u), then the multi-implication
gadget H is turned off, and coloring ¢ can be extended to the vertices of H
as well. Therefore, coloring ¢ can be extended to the whole gadget, proving
Statement 2(a). Statement 2(b) can be proved by a symmetrical argument: one
can show that coloring ¢ of the core can be extended to a required coloring.
This completes the proof of Lemma 9.
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7 The reduction

In this section we present a polynomial-time many-one reduction from 33!-
SAT to unique (2, 3)-list coloring, thereby proving the Y5-completeness of the
latter problem. In Lemma 3 we have shown that for every & > 3, unique
(2,3)-list coloring can be reduced to unique k-list coloring, hence it follows
that UKLC is X5-complete for every k > 3.

Theorem 11 Unique (2, 3)-list coloring is ¥5-complete.

PROOF. We have seen in Section 2 (Proposition 2) that the problem is in
Y2, By a reduction from 33-SAT (Section 3), we prove that the problem is
Yh-hard.

Constructing the instance. The reduction uses the gadgets defined in Sec-
tions 4-6. By Theorem 5, it can be assumed that ¢(x,y) is a 3-CNF formula
with variables x1, ..., Tn, Y1, - - ., Ym, and clauses C1, ..., C,. For 1 <i <mn,
denote by o(z;) the number of occurrences of variable z; in ¢; denote by o™ (x;)
(resp., 0~ (z;)) the number of positive (resp., negated) occurrences of z;. Sim-
ilar definitions apply for o(y;), o™ (y;), o~ (y;) for 1 < j < m. The constructed
graph contains one L-variable gadget for each variable x;, while there is both
an L-variable and a C-variable gadget for each variable y;. The vertices of the
gadgets are named as follows:

e The L-variable gadget L[z;] has o(x;) + o(x;) output vertices: the left side
IS Ti1y oy Tiot(ag)y Tiny oo ijo_(zi), the right side is T 1, .. ., T o (2;), T 1,

e The L-variable gadget L[y;] has ot (y;) + o~ (y;) output vertices y;1, ...,

Yiot(yy) a0 Gits s Gjo—qy) (1 <7 <m).
e The C-variable gadget Cly;] has 0™ (y;) + 0~ (y;) output vertices yj,, ...,
Yior ) a0 Yi1s -, U5 -y, the control vertex is u; (1<j<m).

For each clause Cy (1 < k <), we add a vertex py with list size 2 to the graph.
The 3 neighbors of p, correspond to the 3 literals in C}: if clause C} contains
the /-th positive (resp., negated) occurrence of variable x;, then connect py
and vertex x; ¢ (resp., T; ¢). Similarly, if the clause contains the ¢-th occurrence
of literal y; or y;, then py is connected to vertex y; , or ¥; . Moreover, for each
clause C we also add four vertices p, p. 1, Pk.2, Pk 3, Where pj, is connected to
the other three vertices. The list size of vertex pj, is 3, and it is 2 for pj 1, pj o,
Pr3- For d = 1,2,3, vertex py , is connected to a vertex xj,, Tj,, yj,, Or Uj,
that represents the d-th literal of clause C. Notice that each output vertex of
every gadget L[z;], L[y;], and C[y;] is connected to exactly one vertex outside
the gadget.
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Finally, we add a multi-implication gadget whose 7m inputs are the core ver-
tices of the C-variable gadgets C[y;] (1 < j < m) and whose outputs are the
following vertices:

e vertex u; for 1 < j <m,
e vertices py, Pr1s Pr.2s Pk3 for 1 <j3<m,

e the output vertices @, ..., T} 4 (uys Tins -5 Tjom(qy) OF gadget L[z;] for
every 1 <1 <mn,
e the 0" (y;) + 0™ (y;) output vertices y71, ..., Yj si(y)r Uiar - Tjo-(yy) Of

gadget C[y;] for every 1 < j <m.

This completes the description of the reduction, it is clear that the graph can
be constructed in polynomial time.

Unique list coloring = J3!-SAT. First we prove that if the constructed
graph has a uniquely colorable list assignment Lg, then there is an assignment
Xo such that there is a unique y, that satisfies ¢(xg,yo). Statement 2(a) or
2(b) of Lemma 8 holds for each gadget L[z;] and L[y;]. Let z; be true in the
variable assignment x, if Statement 2(a) of Lemma 8 holds for gadget L[z;],
and let x; be false if Statement 2(b) holds (if both 2(a) and 2(b) hold, then
choose arbitrarily). Similarly, let y; be true in yj if Statement 2(a) of Lemma 8
holds for gadget L[y;].

We claim that ¢(xg,yo) is true. Assume that, on the contrary, some clause C
of ¢ is not satisfied in xg, yo. Let ¢/ be the unique coloring of Ly, we arrive to a
contradiction by showing that L has a coloring different from 1. Change the
color of vertex py to be different from 1 (py). If this causes a conflict between
pr and a neighbor z, then change the color of z to be different from the color
assigned to py. Notice that vertex z (which is of the form w; ¢, Z; ¢, y;¢, OF ;)
corresponds to a false literal in xq, yg. By the way xq and y, were defined,
this means that z is on the side of the L-variable gadget whose color is not
forced by the list assignment (Statement 2(a) or 2(b) of Lemma 8). Therefore,
the gadget containing z can be recolored to accommodate the new color of z.
Repeating this for each conflicting neighbor of p, yields a proper list coloring
of Ly, contradicting the assumption that 1 is the unique coloring of L.

What remains to be shown is that for assignment x, there is exactly one
assignment y such that ¢(xg,y) is true. Assume that, on the contrary, there
are two such assignments y; and ys (one of these two assignments may be
the assignment y, defined above, but this will not be important). For each
C-variable gadget Cly;], Statement 2 of Lemma 9 defines two colorings ¢ and
¢ of the core. Consider the variable assignment where y; is true if @ restricted
to the core of C[y;] is different from ¢, and false if it is different from ¢ (if it
is different from both, then choose arbitrarily). As ¢ # ¢, it cannot happen
that the restriction of 1 is different from neither ¢ nor ¢. At least one of y;
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and ys, say y1, is different from this assignment. Based on y;, we construct a
coloring 1" of Ly that is different from 1, a contradiction.

Coloring ¢’ is the same as ¢ on the gadgets L[y;], and on the vertices pj. In
the gadget L[z;] (1 < i < n), colorings ¢ and 1 are also identical on the
vertices T 1, ..., Tiot(z;) Tily - - Tijo-(z;)- Moreover, if x; is true in xo, then
1" assigns the same color as 1) to the vertices Tiq, ooy T} 0 (@)} if x; is false,
then ¢ and ¢ are the same on vertices 7, ..., x;*’ﬁ(mi). If y; is true in yy,
then color the core and vertices 74, ..., ¥}, of C[y;] using coloring ¢ defined
by Statement 2(a) of Lemma 9. If y; is false in y;, then color the core and
vertices y3,, ..., y;j, of C ly;] using coloring ¢ defined by Statement 2(b) of
Lemma 9. Notice that all the vertices x;¢, Z; ¢, Yje¢, Y;¢ are colored the same
way as in ¥, and they do not conflict with the vertices p,. Moreover, among
the vertices x7,, Tj,, Y}, Uj 4 S0 far exactly those vertices received a color that
correspond to false literals in xg and y;. By the definition of y;, it is clear
that the core of Cly;] was recolored for at least one 1 < j < m, hence the
multi-implication gadget M is turned off in ¢/’

For each 1 < k < r, vertices py, pi i, P, Pry are colored as follows. For
d=1,2,3, let 2,4 be the neighbor of p; ; different from pj. Since clause C, is
satisfied by the assignment xg, y1, the clause contains at least one true literal.
This means that at least one 2 4, say zj 1 does not have a color yet. Assign to
Pi.o & color different from 1’(z;2), assign to pj 5 a color different from (2 3),
and assign to pj a color different from the colors assigned to p; , and pj, 3 (this
can be done, since the list of pj, contains 3 colors). Let ¢'(pj. ;) € Lo(pj;) be a
color different from +'(pj), and let ¢’(zx1) € Lo(2x1) be a color different from

W(pit;g)'

We assigned a color to each output vertex of gadget L[x;]. The assignments
were done in such a way that Statement 2(a) or 2(b) of Lemma 8 ensures that
the coloring can be extended to the whole gadget. That is, if Statement 2(a)
holds (implying that z; true in x¢), then ¢ and ¢’ are the same on the left side
7o~ (zy); i Statement 2(b) holds (implying that z; is
false in x¢), then ¢ and ¢’ are the same on the right side %1, . . ., Zio- ()5 i1,

-+ T} gt (4, Similarly, the coloring ¢ on the core and output vertices of C [y
can be extended to the whole gadget. This follows from Statement 2(a) or 2(b)
of Lemma 9: after coloring the core as ¢ or ¢, the side corresponding to the
true literals can have arbitrary colors. Finally, as noted earlier, the coloring
on the cores of the gadgets C[y;] turns off the multi-implication gadget M,
hence coloring 1" can be extended to M as well. Thus we obtain a coloring v’
of Lo that is different from ), a contradiction.

=%
Ti1y -y Tiot(z) Ligr--» T

33!-SAT = Unique list coloring. To prove the other direction of the equiv-
alence, we show that if there is a variable assignment x, such that exactly one
assignment yo makes ¢(Xg,yo) true, then the constructed graph is uniquely
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(2,3)-list colorable. Assume that x, is such an assignment, and y, is the
unique assignment with ¢(xg,yo) true. We construct a uniquely colorable list
assignment L, of the graph as follows. Lemma 8 defines two different list
assignments L; and L, on each L-variable gadget. Use the list assignment
Ly on gadget L[z;] if variable z; is true in variable assignment x, use list
assignment Ly on the gadget if variable x; is false in the assignment. Simi-
larly, use list assignment L; (resp., L) on gadget L[y;] if variable y; is true
(vesp., false) in variable assignment yo. Lemma 9 defines two list assignments
L and L for each C-variable gadget C[y;]. Use list assignment L (resp., L) on
gadget Cly;] if variable y; is true (resp., false) in assignment y,. This defines
Ly on the variable gadgets. Furthermore, for 1 < k < r, let Lo(px) = {1, 2},

Lo(pi) = {a, 8,7}, Lory) = {1, o}, Lo(pio) = {1, 8}, Lo(pis) = {1,7}

Let us forget the multi-implication gadget for a moment. We show that the
graph has a proper coloring ¢ with the list assignment defined above. Set

o Y(zr;)=1(1<i<n), 1</l<of(x),

o Y(ZT;))=1(1<i<n), 1</l<o (x;),

o (i) =1 (1 <5 <m), 1 <L<o*(yy),

e V(7)) =1(1<j<m), 1< (<o (y,)

o Y(xj,) = 2 (resp., 1) if z; is true (resp., false) in xo (1 <i <n, 1 <<
0+(xi))a

o (77,) =1 (resp., 2) if z; is true (resp., false) in xo (1 < i <n, 1 <<
0_(xi))7

e U(yj,) = 2 (resp., 1) if y; is true (resp., false) inyo (1 <j<m, 1 <0<
0" (),

e Y(y:,) = 1 (resp., 2) if y; is true (resp., false) inyo (1 < j <m, 1 </ <
0" (),

e Y(u;)=1for (1 <j<m), and

o Y(py) =2for (1<k<r)

Notice that every neighbor of p; receives color 1, hence no conflict arises with
these assignments. For the vertices x7,, T}, Y5, Uj,, the color of the vertex is
2 if and only if the value of the corresponding literal is true. All the vertices
Tie, Tig, Yjer Yje have color 1. Moreover, we will use the fact that if a vertex
Tig, Tig, Yje, OF Y; corresponds to a true literal in x¢ and yg, then this vertex
receives color 1 in every coloring of Ly. This follows from the way Ly was
defined on the L-variable gadgets.

Consider a vertex Dhd for some 1 < k < r and d = 1,2,3. This vertex has
a neighbor z; 4 in a gadget L[z;] or Cly;]. If 24 was assigned color 2 in 1,
then let ¢ (p; 4) = 1, otherwise let ¥ (p; 4) = Lo(pf4) \ 1, which must be one
of a, B, or 7. For a given k, it cannot happen that all three of ¥(pj ;) = a,
Y(pro) = B, ¥(pk3) = 7 hold: that would mean that all three literals of Cj
are false in the assignment X, yo, contradicting the assumption that ¢(xg, yo)
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is true. Therefore, at least one of the three vertices pj ;, pj 5, D) 3 has color 1,
hence vertex pj; can receive one of the colors «, 3, 7.

Coloring 1 defined above can be extended to each gadget in a unique way.
For each gadget L[x;] (1 < i < n), one side of the output is colored with
color 1, hence by Statement 1(a) or 1(b) of Lemma 8, the coloring can be
uniquely extended to the gadget, regardless of the colors on the other side of
the output. The situation is similar for the gadgets L[y;] (1 < j < m). For a
gadget Cly;], the color of the control vertex u; is 1, one side of the output has
color 1, the other side has color 2. Since the list assignment of the gadget is
either L or L defined by Lemma 9, it follows that ¢) can be uniquely extended
to the vertices of the gadget.

Now we define the list assignment L, on the vertices of the multi-implication
gadget M. The coloring 1 defined above gives some color to each input and
each output vertex of M. Extend Ly to M in such a way that this particular
combination of colors on the input vertices forces the colors assigned by v to
the output vertices (Statements 1(a)—(c) of Lemma 7). It is clear that coloring
1 can be extended to the vertices of M, hence list assignment L, admits at
least one proper coloring.

We claim that v is the unique coloring of Ly, hence the graph is uniquely list
colorable. Assume that v’ is a coloring of L different from . First we show
that ¢/ (px) = 2 for every 1 < k < r. Since ¢(xo, yo) is true, there is at least one
true literal in clause Cj. Consider the vertex x; ¢, Z; ¢, y; ¢, or ¥;,¢ corresponding
to this true literal. We have noted that such a vertex corresponding to a true
literal has to receive color 1 in every coloring of Lg, and this forces color 2 on
vertex pg. Moreover, color 2 on vertex p forces color 1 on each of its three
neighbors, hence there has to be color 1 on every x; ¢, Z; ¢, yj¢, and y;,. This
means that for every 1 < j < m, the output vertices of gadget L[y;] has color
1, therefore the coloring of L[y;] is the same in ¢ as in .

We consider two cases. First assume that the coloring of the core of Cly;] is
the same in ¢ and ¢’ for every 1 < j < m. This means that in 1)’ the multi-
implication gadget M is turned on, implying that ¢/’ and v are the same on the
output vertices of M. In particular, ¢'(p;) = ¥(p;) and ¥'(p, 4) = ¥ (pi 4) for
every 1 < j <mandd=1,2,3. Moreover, M ensures that the output vertices
and the control vertex of each gadget C[y,] have the same color in ¢ and .
Therefore, by Statement 1(b) or 1(e) of Lemma 9, the whole gadget has the
same coloring in ¢ and ¢’. Similarly, in coloring ', gadget M forces output

vertices @7y, ..., T g4y Tigs -0 Tf e () Of gadget Llz;] to the same color
as in ¥. We have already seen that 1 and 1)’ are the same on output vertices
Tids ooy Tiot(m)s Tils - -5 Tio(x;) Of gadget L]x;]. Therefore, by Statement

1(a) or 1(b) of Lemma 8, the output vertices of gadget L[z;] forces the gadget
to have the same coloring in v and v’. Thus we have shown that v’ is the
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same as 1) on every vertex of the graph, a contradiction.

Now assume that the coloring of the core of C[y;/] is different in ¢ and ¢’ for
some 1 < j' < mj; as the core of Cly;/] has only two colorings, this also means
that vertex vy of C[y;/| has different colors in ) and . Define the variable
assignment y; by setting variable y; to true if and only if vertex v; of C[yy]
has color 2 in ¢/'. It is clear that y; is different from yy; therefore, ¢(xq,y1)
is false, as we assumed that yj is the only assignment that satisfies ¢(xo, yo)-
Hence for some 1 < k < r, assignment X, y; does not satisfy clause C}.

If variable x; is true in xq, then by Statement 1(a) of Lemma 8, the list
assignment used on gadget L[x;] ensures that vertices 7}, ..., T} o () TECEIVE
color 1 in ¢'. Similarly, by Statement 1(b) of Lemma 8, if z; is false, then
Ti1s ooy T ot () TECEIVE color 1 in ¢'. If y; is true in y;, then core vertex vy
of Cly;] has color 2, hence by Statement 1(a) or 1(d) of Lemma 9, vertices
Uitr - Yjom (y;) BTC forced to color 1 in ¢’. Similarly, if y; is false in yq, then
Yits - y;ﬁoﬂyj) are forced to color 1. Therefore, we can conclude that those
vertices 7, T}y, Yj, Ui, that correspond to a false literal in assignment X,
y1 have to receive color 1 in ¢'. We assumed that clause C}, is not satisfied
in xg, y1, hence each of the three vertices pj |, pj o, Pj. 3 has a neighbor that
receives color 1 in . Thus ¢'(p; 1) = «, ¥'(pi1) = B, ¥'(pk.1) = 7, and there
remains no color for vertex pj, a contradiction.

Using Lemma 3, the hardness result can be extended for arbitrary list sizes:

Corollary 12 Unique k-list colorability is X5-complete for every k > 3. O
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