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Abstract
Choosability, introduced by Erdős, Rubin, and Taylor [Congr. Number. 1979], is a well-studied
concept in graph theory: we say that a graph is c-choosable if for any assignment of a list of c
colors to each vertex, there is a proper coloring where each vertex uses a color from its list. We
study the complexity of deciding choosability on graphs of bounded treewidth. It follows from
earlier work that 3-choosability can be decided in time 22O(w) · nO(1) on graphs of treewidth w.
We complement this result by a matching lower bound giving evidence that double-exponential
dependence on treewidth may be necessary for the problem: we show that an algorithm with
running time 22o(w) · nO(1) would violate the Exponential-Time Hypothesis (ETH). We consider
also the optimization problem where the task is to delete the minimum number of vertices to
make the graph 4-choosable, and demonstrate that dependence on treewidth becomes triple-
exponential for this problem: it can be solved in time 222O(w)

· nO(1) on graphs of treewidth w,
but an algorithm with running time 222o(w)

· nO(1) would violate ETH.
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1 Introduction

Most NP-hard algorithmic problems become significantly easier when restricted to bounded-
treewidth graphs. There are notable exceptions that remain NP-hard on graphs of constant
treewidth (e.g., Steiner Forest [1, 20], List Edge Coloring [37], Edge-disjoint Paths
[41]), but most of the natural combinatorial problems can be solved in polynomial time
(or even in linear time) if treewidth is bounded. Courcelle’s Theorem [11] is a meta-result
showing that if a problem can be expressed in the language of monadic second order logic
(MSOL), then it can be solved in linear-time on bounded-treewidth graphs: there is an
algorithm with running time f(w) ·n, where w is the treewidth of the graph. While this result
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immediately gives algorithms for a large number of combinatorial problems, focus has shifted
in recent years towards trying to obtain a tighter understanding of how the running time has
to depend on treewidth, that is, understanding what the best possible f(w) in the running
time can be. On the one hand, recent algorithm advances, such as Cut & Count [14] and fast
subset convolution [3, 47], resulted in improved dependence on treewidth for various problems.
On the other hand, conditional results based on the Exponential-Time Hypothesis (ETH)
[25, 26, 34] give lower bounds on the best possible dependence that can be achieved, and in
many cases these lower bounds tightly match the known algorithms [13, 14, 33, 35, 43]. (ETH
can be informally stated as n-variable 3SAT cannot be solved in time 2o(n).) Most of these
tight bounds are of the form 2O(w) (e.g., 3-Coloring, Hamiltonian Cycle, Triangle
Packing, etc.), but there are surprising exceptions where the best possible dependence
on treewidth is 2O(w logw) [14, 35] or even 2O(wc) for some constant c > 1 [13]. A result
of Frick and Grohe [19] shows that, assuming P 6= NP, the dependence on treewidth can
be really bad for some problems: Courcelle’s Theorem does not remain true if we impose
any elementary bound on the function f(w). That is, for every h ≥ 1, there are MSOL
sentences and corresponding model-checking problems for which the dependence on treewidth
is an exponential tower of height h. Pan and Vardi [42] gave strong evidence that this bad
performance is expected for problems high up in the polynomial hierarchy: they showed

that, under ETH, there is a strict hierarchy of lower bounds of the form 22···
2o(w)

inside
PSPACE. In this paper, we present two fairly standard graph-theoretic problems that require
double-exponential and triple-exponential dependence on treewidth, respectively.

1.1 k-Choosability
A proper k-coloring of a graph G is a mapping f : V (G) → [k] such that f(u) 6= f(v) for
any two adjacent u, v ∈ V (G). List coloring is the generalization where instead of having
the same set [k] of colors available at each vertex, each vertex v has its own list L(v) of
available colors and the question is whether there is a proper coloring f that assigns a color
f(v) ∈ L(v) to each vertex v. The algorithmic aspects of list coloring have received significant
interest [2, 10, 23, 24, 29, 32, 37, 38, 46].

Erdős, Rubin, and Taylor [16] defined a combinatorial property related to list colorings:
we say that a graph G is k-choosable if it has a coloring for any list assignment L that has
size k at each vertex. Clearly, k-choosability implies k-colorability. One may feel that the
converse implication could also be true: after all, it may seem safe to guess that the “worst
case” of list coloring is when every vertex has the same list [k]. But this intuition is wrong:
for example, for any k ≥ 1, there are 2-colorable graphs that are not k-choosable.

From the computational complexity point of view, deciding k-choosability is a much
harder algorithmic problem than deciding k-colorability. Deciding k-choosability does not
seem to belong to the class NP (a witness for k-choosability would need to prove colorability
for every list assignment L) or to the class coNP (an uncolorable list assignment would be a
good witness for non-k-choosability, but it cannot be verified in polynomial time). In fact,
the k-choosability problem is known to lie higher in the polynomial hierarchy.

I Theorem 1 (from [21]). k-Choosability for k ≥ 3 is Πp
2-complete.

We observe a similar gap in complexity between the two problems when looking at
algorithms parameterized by treewidth. 3-colorability can be decided in time 3w · nO(1)

using standard techniques [12]. Fellows et al. [17] showed that deciding 3-choosability is
fixed-parameter tractable parameterized by treewidth. One can make this result quantitative
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by observing that the running time is actually 22O(w) · nO(1) for graphs of treewidth w. Our
first result shows that this double exponential dependence on treewidth is best possible,
assuming ETH.

I Theorem 2. For every fixed k ≥ 3:
1. There is an algorithm for k-Choosability with running time 22O(w) · nO(1) on graphs of

treewidth w.
2. Assuming ETH, there is no algorithm for k-Choosability with running time 22o(w) ·nO(1)

on graphs of treewidth w.

1.2 k-Choosability Deletion
Given any class C of graphs, one can define various graph modification problems where the
task is to transform a given graph G into a member of C with the minimum number of vertex
deletions/edge deletions/edge additions. The parameterized algorithms literature is especially
rich in this type of problems, where the goal is, for example, to make the graph acyclic
[9, 15], bipartite [27, 36, 44, 45], planar [28, 40], chordal [5, 7, 18, 30, 39], or interval [4, 6, 8].
Investigating these problems on graphs of bounded treewidth is an interesting question on
its own right, but additional motivation comes from the fact that some of the algorithms on
general graphs first reduce the treewidth and then invoke an algorithm exploiting bounded
treewidth [28, 39, 40].

If we look at the vertex deletion versions of coloring and choosability problems, then
we can observe an even larger gap than in the decision version. For technical reasons, we
give a proof only for k ≥ 4 colors. It is not difficult to show (we leave it as an exercise
to the reader) that there is an algorithm with running time 2O(w) · nO(1) for 4-Coloring
Deletion that, given a graph G of treewidth w, computes the minimum number of vertices
that needs to be deleted to make the graph 4-colorable. On the other hand, if we consider
the 4-Choosability Deletion problem, which asks for the minimum number of vertices
that need to be deleted to make a given graph G 4-choosable, then we need triple-exponential
dependence on treewidth.

I Theorem 3. For every fixed k ≥ 4:
1. There is an algorithm for k-Choosability Deletion with running time 222O(w)

· nO(1)

on graphs of treewidth w.
2. Assuming ETH, there is no algorithm for k-Choosability Deletion with running time

222o(w)

· nO(1) on graphs of treewidth w.

As a side result, we show that k-Choosability Deletion lies one level higher than
k-Choosability in the polynomial hierarchy (compare this with the fact that k-Coloring
and k-Coloring Deletion are both in NP).

I Theorem 4. For every k ≥ 3, k-Choosability Deletion is Σp3-complete.

The reader may feel that the Πp
2- and Σp

3-completeness of these problems already give
sufficient explanation why double- or triple-exponential dependence on treewidth is needed.
This is true in some sense: the quantifier alternations in the problem definitions are the
common underlying reasons for being in the higher levels of the polynomial hierarchy and
for requiring unusually large dependence on treewidth. But let us point out that these two
types of complexity results require very different proof structures. In Πp

2- or Σp3-completeness
proofs, we start with a canonical Πp

2- or Σp
3-complete quantified satisfiability problem and

we use the alternations inherent in the definitions of k-Choosability or k-Choosability
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Deletion to express the alternations in quantified satisfiability. On the other hand, in the
proofs of Theorems 2(2) and 3(2), we start with problems in NP and use the alternations
inherent in k-Choosability or k-Choosability Deletion for compression: we want
to express the original instance by a graph having treewidth only O(logn) or O(log logn).
Thus the main theme of our proofs is trading alternation for compression: we want to use
alternation to allow the succinct encoding and verification of information. Note also that
both k-Choosability and k-Choosability Deletion can be solved in time 2nO(1) , hence
the exponential explosion appears only in the context of bounded-treewidth graphs.

2 Preliminaries

I Definition 5 (List coloring). Given graph G together with sets L(v) ⊂ IN, one for every
vertex v (we shall call L(v) the list of v), then G is L-colorable if there exists a coloring
c : V (G) → IN, which is proper and for which ∀v ∈ V (G), c(u) ∈ L(v). In that case, c is
called a proper L-coloring.

I Definition 6 (Choice number). Given G and some k ∈ IN, G is called k-choosable if for
any list assignment L : V (G)→ 2IN with |L(v)| = k for all v ∈ V (G), G is L-colorable. The
choice number (or list-chromatic number) of G, denoted by χ`(G), is the minimum number
k such that G is k-choosable.

The notion of f -choosability defined below generalizes k-choosability, but for arbitrary
list sizes for each vertex.

I Definition 7 (f -choosable graphs). A graph G is called f-choosable for some function
f : V (G) → IN (called list-capacity function) if G is L-colorable for any list assignment
L : V (G)→ 2IN where |L(v)| = f(v) for all v ∈ V (G).

As a direct consequence of the definition, we get that the null graph K0 with no vertices
is f -choosable for any list-capacity function f . The reason is the vacuous truth that, for any
list assignment L, the empty function e : ∅ → IN is a proper L-coloring of K0.

I Definition 8 (Color Compatibility). Given a graph G, a list assignment L, an ordered k-tuple
(u1, u2, . . . , uk) ∈ V (G)k and an ordered k-tuple of colors (c1, c2, . . . , ck) with ci ∈ L(ui) for
i ∈ [k], we say that (c1, c2, . . . , ck) is compatible on (u1, u2, . . . , uk) if there exists a proper
L-coloring g of G with g(ui) = ci. We may omit G and L if they are clear from the context.

We define the following algorithmic problems:
(i, j)-Choosability: Given a graph G, integers i, j ∈ IN where i ≤ j, and a list-capacity
function f for which f(v) ∈ {i, . . . , j} for any vertex v ∈ V , decide whether G is
f -choosable.
k-Choosability:= (k, k)-Choosability.
(i, j)-Choosability Deletion: Given a graph G, integers i, j, r ∈ IN with i ≤ j, and a
list-capacity function f for which f(v) ∈ {i, . . . , j} for any vertex v ∈ V , decide whether
there exists U ⊂ V with |U | ≤ r such that G− U is f -choosable.
k-Choosability Deletion:= (k, k)-Choosability Deletion.

Below are some known results about Choosability.

I Theorem 9 (from [16]). (2, 3)-Choosability is Πp
2-complete.

I Theorem 10 (from [21]). k-Choosability for k ≥ 3 is Πp
2-complete.

I Theorem 11 (from [17]). k-Choosability parameterized by the treewidth of the input
graph is in FPT.
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3 Double-exponential lower bound for k-Choosability

The topic of this section is proving Theorem 2(2), the double-exponential lower bound on
3-Choosability parameterized by treewidth. For the proof, we will find it convenient to
start the reduction from Edge 3-Coloring, where given a graph G, the task is to decide if
G has a proper edge 3-coloring (that is, whether there is an assignment c : E(G)→ {1, 2, 3}
such that c(e1) 6= c(e2) for any two edges e1 and e2 sharing an endpoint). Holyer’s proof
[22] for the NP-hardness of Edge 3-Coloring on 3-regular graphs can be observed to
give a tight lower bound under ETH. Note that a 3-regular graph on n vertices has exactly
3n/2 = O(n) edges. We state the lower bound in a slightly awkward way, but this type of
bound is what we exactly need.

I Theorem 12 (follows from [22]). Assuming ETH, Edge 3-Coloring cannot be decided
in time 22o(log n) , where n is the number of vertices of the graph. Moreover, this remains true
even if we consider only 3-regular graphs whose number of vertices is an integer power of 2.

That is, if we reduce Edge 3-Coloring to some other problem by creating an equivalent
instance with treewidth O(logn), then an algorithm of the target problem with running
time 22o(w) · nO(1) for graphs of treewidth w would yield an algorithm with running time
22o(log n) · nO(1) for Edge 3-Coloring, contradicting Theorem 12.

The reason why reducing from this problem is convenient for our proof is that Edge
3-Coloring involves constraints of the form “the three edges e1, e2, e3 incident to a vertex
u use all three colors from {1, 2, 3},” and this type of constraints will be easy to express
in our reduction. However, there is an unfortunate presentation issue: when talking about
colors, vertices, and edges, it may not be immediately clear if we refer to the source Edge 3-
Coloring instance or to the target 3-Choosability instance, and this may cause confusion.
Therefore, we prefer to treat Edge 3-Coloring as a constraint satisfaction problem and
use terminology appropriate to that. Formally, an instance of Edge 3-Coloring can
be interpreted as a problem where we have a set X of n variables (corresponding to the
edges of G), each variable has the domain {1, 2, 3}, and we have a set Y of m constraints
(corresponding to the vertices of G). Each constraint contains exactly three distinct variables,
and the constraint is satisfied if these variables are assigned three different values. Then the
proper edge 3-colorings of G are in one-to-one correspondence with the satisfying assignments
of this constraint satisfaction problem. Note that each variable appears in exactly two
constraints.

Given an instance H of the constraint satisfaction problem described above, we create an
instance of (2, 3)-Choosability, i.e, a graph G and a list-capacity function f : V → {2, 3}.
Then we show that there is a satisfying assignment of I if and only if G is not (2, 3)-choosable.
We will further make sure that tw(G) = O(logm), which will imply the desired time lower
bound. For the forward direction, all we need to do is, given a satisfying assignment
h : X → {1, 2, 3} of H, use h in order to define a list assignment L for which G is not
L-colorable. The converse direction is somewhat more involved, as we need to start from
the assumption that G is not f -choosable and, given some uncolorable list assignment L′,
show that H is satisfiable. However, since we do not know exactly how the list assignment
L′ which fails to proper L′-color G looks like, we need to consider more general properties
which apply to any such potential list assignment.

3.1 Gadgets
Before presenting the main reduction, we introduce three different types of gadgets and
prove their properties. Corresponding to the two directions of the proof of correctness of the
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Figure 1 The Bit-chooser
gadget Bl of the lth bit.
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Figure 3 The Weak-star
gadget Si for variable xi.

reduction, we show two types of properties for each gadget: an “∃ list L” property, which we
use in order to define a list assignment L for the forward direction, and a “∀ lists L” property,
which shall be useful in proving the converse direction.

1. Bit-chooser gadget Bl (Figure 1). Informally, a list assignment of the bit chooser
gadget can enforce that a certain color appears on at least one of the two outputs pl and ql,
but this is all it can do: in every list assignment, there is a “good” color on pl and ql that is
compatible with every color on the other output.

I ∃L-Property 1. There exists a list assignment L and a color c with c ∈ L(pl)∩L(ql) such
that for any proper L-coloring of Bl, at least one of pl, ql should receive color c.

I ∀L-Property 1. For every list assignment L, there exists a color c ∈ L(pl) (resp., L(ql))
such that for every color c′ ∈ L(ql) (resp., c′ ∈ L(pl)) the pair (c, c′) is compatible on (pl, ql)
(resp., on (ql, pl)).

2. Weak-edge gadget Wst (Figure 2). Informally, the Weak-edge gadget can prevent a
certain combination (c, c′) of colors appearing on the two outputs, but it cannot prevent
more than one such combinations.

I ∃L-Property 2. There exists a list assignment L and colors c ∈ L(s), c′ ∈ L(t) such that
the pair (c, c′) is incompatible on (s, t).

I ∀L-Property 2. For every list assignment L, there exists at most one (c, c′) ∈ L(s)×L(t)
such that (c, c′) incompatible on (s, t). In fact, if (c, c′) is incompatible on (s, t), then the
following hold: c, c′ 6∈ L(r); L(s′) = {c} ∪ L(r); and L(t′) = {c′} ∪ L(r).

Because of their properties, the Weak-edges, if given an appropriate list assignment L,
can define an incompatible pair of colors being mutually assigned to their endpoints. Another
way to view a Weak-edge is to consider it a directed edge between a precolored vertex s and
an uncolored vertex t potentially forbidding a particular color from being assigned to t: if, for
Wst, (c, c′) is incompatible on (s, t) and s has already been assigned color c, then we know
that t cannot receive color c′. Observe that, because of the ∀L-Property, each Weak-edge
defines at most one such incompatible pair between the endpoints.

3. Weak-star gadget Si (Figure 3). Informally, the Weak-star gadget has the property
that there is at most one color c on v that can forbid one specific color c1 on u1 and one
specific color c2 on u2. When using this gadget on a vertex v whose list size is 2, it will act
like an OR-gadget: if this specific color appears on u1 or u2, then it forbids color c on v, and
hence forces it to take the other color in the list of v.
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Figure 4 An overview of the construction.

I ∃L-Property 3. There exist a list assignment L and a color c ∈ L(u1)∩L(u2)∩L(v) such
that (c, c) is incompatible on both (u1, v) and (u2, v).

I ∀L-Property 3. For every list assignment L, there exist colors c1 ∈ L(u1), c2 ∈ L(u2), c ∈
L(v) such that if (d1, d2, d) is incompatible on (u1, u2, v) then d = c and (d1 = c1)∨ (d2 = c2).

3.2 Construction
We will now proceed with the description of the construction of G. Consider an arbitrary
ordering of the m constraints of Y , assigning a unique index {0, . . . ,m− 1} to each of them.
Now construct logm Bit-chooser gadgets B1, . . . , Blogm as shown in Figure 1. For gadget
Bl, vertex pl shall correspond to bit 1 and vertex ql to 0.

Furthermore, for each appearance of a variable xi in constraint yj we construct a Chain
Pij , which is essentially a path on logm vertices u1

ij , . . . , u
logm
ij , where we have substituted

every edge (ulij , ul+1
ij ) by a Weak-edge gadget Wul

ij
ul+1

ij
as the one shown in Figure 2, by

identifying ulij with s and ul+1
ij with t. We also set f(u1

ij) = 2 and f(ulij) = 3 for l > 1.
Then we need to connect the Chains to the Bit-choosers. To do so, for each Chain Pij , we

write j in binary representation and for l = 1, . . . , logm, if the lth bit is 1, we connect ulij to
pl, else we connect it to ql. The connection is by a Weak-edge Wplul

ij
or Wqlul

ij
respectively.

In addition, we construct n variable-vertices v1, . . . , vn, one for each variable x1, . . . , xn
and we set f(vi) = 2. Eventually, we need to connect the two Chains which correspond to
the two appearances of xi to vertex vi. In order to do so, we use a Weak-star gadget Si (see
Figure 3). For Chains Pij and Pij′ with j < j′, corresponding to variable xi in constraints yj
and yj′ , respectively, we identify ulogm

ij with u1, ulogm
ij′ with u2, and v with variable-vertex

vi.
Last, we construct a checker vertex w with f(w) = 3 and connect it to all v1, . . . , vn

(using an ordinary edge). This completes the construction. Our claim is that H is satisfiable
if and only if G is not f -choosable.

ICALP 2016
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It is easy to verify that the constructed graph G has pathwidth (and hence treewidth)
bounded by O(logm).

I Lemma 13. pw(G) = O(logm).

3.3 Satisfying assignment ⇒ uncolorable list assignment
In this section, we prove the forward direction of the correctness of the reduction.

I Lemma 14. If H is satisfiable, then G is not f -choosable.

Proof. Assume that H is satisfiable. Then there should be an assignment h : X → {1, 2, 3}
satisfying all the constraints in Y . We will produce a list assignment L for which the graph
will not be L-colorable.

First, we construct the lists of the vi’s according to the satisfying assignment of H,
L(vi) = {h(xi), c}. For the checker vertex w, we have L(w) = {1, 2, 3}. For the main vertices
of the Chains Pij , we set L(u1

ij) = {c, c′} and L(ulij) = {c, c′, c′′}, for l ∈ {2, . . . , logm}.
Last, for the gadget vertices, we shall construct their lists according to those from the proofs
of the ∃L-Properties, as described below.

For vertices in the Bit-choosers, lists match exactly those in the proof of ∃L-Property 1.
For vertices in the Weak-stars, lists match exactly those in the proof of ∃L-Property 3.
The Weak-edges should specify appropriate incompatible pairs of colors on their endpoints,
and the list assignment should follow that of proof of ∃L-Property 2: Weak-edges
connecting Bit-choosers to Chains should forbid (c, c′) on (pl, ulij) (resp., (ql, ulij)); Weak-
edges interconnecting Chain-vertices should forbid (c, c′′) on (u(l−1)

ij , ulij).

Let us now explain why G is not L-colorable, no matter which colors we pick from the
lists. We are going to show that any possible coloring of the Bit-choosers accordant with L
corresponds to selecting a constraint y, by selecting a 0-1 value for logm bits, which together
select a constraint index in {0, . . . ,m− 1}.

From ∃L-Property 1 and for the particular list assignment which emerges from its proof,
we are required to select (at least) one of the two endpoints pl, ql by giving it a special color
c. Selecting pl is interpreted as setting the lth bit to 1, whereas selecting ql is interpreted as
setting it to 0. A selection of logm bit-vertices (one from each Bit-chooser) corresponds to
picking a binary number, which shall represent the index of the constraint we select.

Suppose that a constraint yj = (xj1 , xj2 , xj3) is selected this way. This means that for
the 3 Chains Pj1j , Pj2j , Pj3j we have color c′ being removed from all L(uljij

). In particular,
this means that u1

jij
has the unique color c available for it, which in turn forces color c to

u2
jij

by forbidding c′′, and so on. This way, color c will propagate throughout the Chains,
forcing color c on ulogm

ij .
From ∃L-Property 3 and for the list described in its proof, forcing color c on ulogm

ij

forbids color c on vi, forcing us to choose color h(xi), which in turn should forbid h(xi)
from w. Since we have three variable-vertices vj1 , vj2 , vj3 with forced choices and xj1 , xj2 , xj3

belong to the same constraint yj which h satisfies, h(xj1), h(xj2), h(xj3) should all be distinct
values from {1, 2, 3}. Thus, all three colors should be forbidden in w, which is fatal since
L(w) = {1, 2, 3}. J

3.4 Uncolorable list assignment ⇒ satisfying assignment
Let us now proceed with the converse direction. First we determine some properties that
every uncolorable list assignment L′ of G needs to have. Then we extract an assignment
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from L′ for H and use the properties of the lists to show that it is a satisfying assignment.
The following definition will be convenient in the proofs. Let B′ be the vertices of all

the logm Bit-choosers. Given some list assignment L, we say that a partial L-coloring
g : B′ → IN activates vertex ulij if g(pl) = c for some color c ∈ L(pl) and there is a Weak-edge
Wplul

ij
forbidding (c, c′) on (pl, ulij) (or similarly for ql). Thus, if we were to extend g to a

proper L-coloring of the whole graph, we would have one less choice for ulij . In this case,
vertex ulij is called active. A Chain Pij is called active if all its vertices are active. The
crucial observation is that if a Chain Pij is not active, no matter what color c ∈ L′(ulogm

ij )
we assign to ulogm

ij , this can be extended to a proper L′-partial coloring of the chain Pij .
Suppose for example that vertex ulij is not activated, that is, the coloring on the Bit-chooser
Bl does not forbid any color on ulij . Then we can start coloring the vertices u1

ij , u2
ij , . . . ,

ul−1
ij in this order, then the vertices ulogm

ij , ulogm−1
ij , . . . , ul+1

ij in this order, and there is still
at least one available color left for ulij . Furthermore, even if Pij is active, it is possible to
extend the partial coloring of the Bit-choosers to it, but this may force a certain color on
ulogm
ij .

I Lemma 15. If G is not L′-colorable, then any partial L′-coloring of the Bit-choosers
activates at least 3 of the Chains.

Proof. Consider a partial L′-coloring of the Bit-choosers. Suppose that only two Chains
Pi1j1 , Pi2j2 are activated, potentially forcing a coloring on ulogm

i1j1
and ulogm

i2j2
. By ∀L-Property

3, the L′-coloring can be extended through the Weak-stars Si1 and Si2 even if i1 = i2,
potentially reducing |L′(vi1)| and |L′(vi2)| to a unique choice. For every other vertex ulogm

ij

vertex, any color can be extended to its Chain. Hence the Weak-star Si for i 6∈ {i1, i2} does
not forbid any color on vi.

Now observe that, even if both vi1 , vi2 have forced colors c1, c2, there is always a third
color c ∈ L′(w), c1 6= c 6= c2, which we can assign to w. Further observe that, since all other
vi have two available compatible choices with the rest of G, there will be at least one color
in every vi’s list which should be different than c. Use these colors to complete a proper
L′-coloring for G. Of course this is a contradiction. Thus there should be exactly 3 active
Chains. J

I Lemma 16. For every list assignment L′, there is some partial L′-coloring of the Bit-
choosers that activates exactly 3 Chains. Furthermore, for every constraint there exists a
partial L′-coloring that activates its 3 corresponding Chains.

Proof. From ∀L-Property 1, we know that there exists a color cp ∈ L′(pl) which is compatible
with all colors in L′(ql) and a color cq ∈ L′(ql) which is compatible with all colors in L′(pl).
Let c′p be an arbitrary color of L′(pl) different from cp, and let c′q be an arbitrary color
of L′(ql) different from cq. Note that both (cp, c′q) and (c′p, cq) can be extended to the
Bit-chooser Bl and we obtain two different colorings for Bl this way.

Let us consider all possible colorings of the Bit-choosers that arise from selecting one
of these two colorings for each Bl; there are 2logm = m combinations. We claim that each
Chain Pij is activated by at most one of these colorings. Suppose that there are two colorings
that both activate Pij . The two colorings must differ on at least one of the Bit-choosers, say,
on Bl. Suppose that Pij is connected to pl with a Weak-edge (the case when it is connected
to ql is analogous). Color cp appears on pl in one of the colorings and color c′p appears in
the other coloring. As cp 6= c′p, it is not possible that the Weak-edge Wplul

ij
forces a color on

ulij in both cases, a contradiction.
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Since each of the m colorings activates at least 3 Chains by Lemma 15 and we have
shown that each of the 3m Chains is activated by at most one of the colorings, a counting
argument shows that each coloring activates exactly 3 Chains, and each Chain is activated
by exactly one of the m colorings. That is, the Chains can be partitioned into m triples, and
each triple can be activated by one of the colorings. To prove the second statement of the
lemma, we need to show that each such triple contains Chains corresponding to one of the
constraints. Suppose for a contradiction that one of the m colorings activates two Chains
Pij and Pi′j′ with j 6= j′. As the numbers j and j′ are different, there is a bit l where they
differ, which means that, without loss of generality that Pij is connected to pl, while Pi′j′ is
connected to ql. Suppose that this coloring assigns (cp, c′q) to (pl, ql) (the case when (c′p, cq)
appears is similar). Recall that cp on pl is compatible with any color of L′(ql) appearing on
ql. Let c′′q be the third color of L′(ql), different from cq and c′q. We may modify the coloring
on Bi such that (cp, c′′q ) appears on Bit-chooser Bl. Then Pi′j′ will no longer be activated: if
color c′q on ql activated uli′j′ via Weak-edge Wqlul

i′j′
, then color c′′q surely does not activate

it. We observe that this modified coloring cannot activate any Chain that was not active
before. Indeed, if some Chain Pi∗j∗ becomes activated by color c′′q on ql, then Pi∗j∗ was not
activated by any of the m colorings we considered before, as those colorings assigned only
colors cq and c′q to ql. This contradicts our earlier claim that each Pij is activated by exactly
one of the m colorings. Thus the modified coloring satisfies strictly less than 3 of the Chains,
which contradicts Lemma 15. Thus we can conclude that each of the m colorings activates a
(different) triple of Chains corresponding to one the m constraints. J

I Lemma 17. If G is not f -choosable, then H is satisfiable.

Proof. We may assume without loss of generality that L′(w) = {1, 2, 3}. For every Weak-
star Si, consider the color ci ∈ L′(vi) given by ∀L-Property 3. We define the assignment
h(xi) := c∗i , where {c∗i } = L(vi) \ {ci}. We show that this gives a satisfying assignment: for
every constraint yj = (xi1 , xi2 , xi3), the colors appearing on the variables xi1 , xi2 , xi3 form
the set {1, 2, 3}; in particular, this will imply h(i) ∈ {1, 2, 3} for every i.

Let us verify that that constraint yj = (xi1 , xi2 , xi3) is satisfied. By Lemma 16, there is
a partial assignment to the Bit-choosers that activates exactly the Chains Pi1j , Pi2j , and
Pi3j . This means that the vertices ulogm

i1j
, ulogm

i2j
, and ulogm

i3j
are forced to some color, but

the other vertices ulogm
ij are unaffected. Thus for i 6∈ {i1, i2, i3}, the Weak-star Si does

not prevent any color on vit . But for t = 1, 2, 3, the Weak-star St may forbid the use
of color cit on vit . In order to avoid any conflicts, we assign color h(xit) 6= cit to vi. If
{h(xi1), h(xi2), h(xi3)} 6= {1, 2, 3}, then we can assign to w a color not appearing on vi1 , vi2 ,
vi3 , and then extend the coloring to vi for each i 6∈ {i1, i2, i3} by choosing a color different
from the color of w. This would contradict the assumption that L′ is not colorable. Thus
{h(xi1), h(xi2), h(xi3)} = {1, 2, 3}, that is, constraint yj is satisfied. J

3.5 Lower Bounds
Now we are ready to establish the lower bounds stated in Theorem 2(2).

I Theorem 18. (2, 3)-Choosability cannot be decided in time 22o(pw) · nO(1), where pw is
the pathwidth of the input graph, under ETH.

Proof. Suppose we could decide (2,3)-Choosability in time 22o(pw) · nO(1). We know from
Lemma 13 that pw = O(logm).

Thus 22o(pw) · nO(1) = 22o(log m) · nO(1). From Lemmas 14 and 17, this would imply solving
Edge 3-Coloring in time 22o(log m) . This contradicts Theorem 12. J
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I Corollary 19 (Theorem 2(2)). Assuming ETH, k-Choosability for any k ≥ 3 cannot be
decided in time 22o(pw) · nO(1), where pw is the pathwidth of the input graph.

Proof. First observe that the problem for k ≥ pw + 1 is meaningless, since the answer is
trivially yes: a graph G of pathwidth pw is pw-degenerate, and thus (pw + 1)-choosable.

Gutner and Tarsi [21] give a reduction from (2, 3)-Choosability to k-Choosability,
where the pathwidth of the constructed graph G′ is O(pw(G)). J

4 Triple-exponential lower bound for k-Choosability Deletion

The goal of this section is to prove Theorem 3(2): the triple-exponential lower bound for
k-Choosability Deletion. For this proof, we choose a variant of list coloring as the source
problem of the reduction.

Our reduction is from Bipartite List 3-Coloring: given a bipartite graph H with
vertex set X = X1 ∪X2, X1 = {x10, x11, . . . x1(n−1)}, X2 = {x20, x21, . . . , x2(n−1)}, edge set
Y with |Y | = m, and a list assignment D : X → 2{1,2,3} with |D(x)| ≥ 2 for all x ∈ X, the
task is to find a proper 3-coloring φ : V (G) → {1, 2, 3} of G where φ(v) ∈ D(v) for every
vertex v. This problem is known to be NP-hard [31] (to ensure |D(x)| ≥ 2, one needs to
observe that any vertex with |D(x)| = 1 can be removed from the graph after omitting its
unique color from the lists of its neighbors). The NP-hardness proof can be observed to give
a tight lower bound, which we state in the following form.

I Lemma 20. Assuming ETH, there is no algorithm for Bipartite List 3-Coloring with
running time 222o(log log n)

on bipartite graphs with n vertices on each side. This remains true
if we consider only graphs where log logn is integer.

Proof. Given a 3SAT formula with n0-variables and m0-clauses, the reduction of Kratochvíl
[31] creates an equivalent instance (G,D) of Bipartite List 3-Coloring with n1 =
O(n0+m0) vertices andm1 = O(n0+m0) edges. Let n be the smallest integer not smaller than
n1 such that log logn is integer. Observe that n ≤ n2

1 (as log logn ≤ log logn1 + 1 and hence
logn ≤ 2 logn1), hence log logn = log logn2

1 = O(log logn1) = O(log log(n0 +m0)). Let us
add dummy vertices to G until each side has exactly n vertices. Using the assumed algorithm
with running time 222o(log log n)

, we would be able to solve the Bipartite List 3-Coloring
instance and hence the equivalent 3SAT instance in time 222o(log log(n0+m0))

= 2o(n0+m0),
contradicting ETH. J

Given an instance of Bipartite List 3-Coloring, we construct an equivalent instance of
(1, 4)-Choosability Deletion consisting of a graph G and a list-capacity function f . More
precisely, there exists a proper D-coloring h : X → {1, 2, 3} of H if and only if there exists a
subset U ⊆ V (G) of vertices with |U | ≤ 4n such that G−U is f -choosable. Moreover, graph
G has treewidth O(log logn). Thus an algorithm for (1, 4)-Choosability Deletion on
graphs of treewidth w with running time 222o(w)

·nO(1) would give an algorithm for Bipartite
List 3-Coloring with running time 222o(log log n)

· nO(1), contradicting Lemma 20.
Similarly to Section 3, we reformulate Bipartite List 3-Coloring as a constraint

satisfaction problem to improve the presentation: the appearance of colors and lists of
colors in both the source and target problems would be a source of confusion. We can view
Bipartite List 3-Coloring as a constraint satisfaction problem, where the variable set
is X and constraints y = (y1, y2) ∈ Y ⊂ X1 × X2 have arity 2. We call an assignment
h : X → {1, 2, 3} a legal assignment if we have h(x) ∈ D(x) for every x ∈ X. We say
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that H is satisfiable if there exists a legal assignment h : X → {1, 2, 3} such that we have
h(y1) 6= h(y2) for every y = (y1, y2) ∈ Y.

Observe that Choosability Deletion has inherently three levels of quantifier alterna-
tions in its definition: ∃ (set of deleted vertices) ∀ (list assignments L) ∃ (choice of colors
consistent with L). The main idea of the reduction is that we can redefine Bipartite List
3-Coloring using three levels of quantifier alternations. Furthermore, in order to achieve
the triple-exponential lower bound, we need to perform an even tighter compression than the
one we achieved in Section 3. Keeping those two things in mind we proceed with re-defining
Bipartite List 3-Coloring as follows.

From the original definition of Bipartite List 3-Coloring, we have that H is satisfiable
if there exists legal assignment h : X1 ∪X2 → {1, 2, 3}, such that for all x1i ∈ X1, x2j ∈ X2
with h(x1i) 6= h(x2j), we have (x1i, x2j) 6∈ Y . The latter requirement (x1i, x2j) 6∈ Y can
be re-written as ∀y = (x1i′ , x2j′) ∈ Y , either i′ 6= i or j′ 6= j. For some i < n, let
B(i) = [B(i)0,B(i)1, . . . ,B(i)logn−1] be the binary representation of i. Then i 6= i′ can be
expressed as saying that there exists a k ∈ {0, . . . , logn− 1} such that B(i)k 6= B(i′)k.

Putting everything together, we have:

I Definition 21 (CSP Bipartite List 3-Coloring defined with 3 levels of quantifier alterna-
tions). Given a set X = X1 ∪X2 of variables with Xξ = {xξ0, xξ1, . . . , xξ(n−1)} for ξ ∈ {1, 2}
and a set Y ⊆ X1 ×X2 of constraints, the task is to decide if
∃ legal assignment h : Xξ → {1, 2, 3}, such that
∀x1i ∈ X1, ∀x2j ∈ X2, ∀y = (x1i′ , x2j′) ∈ Y with h(x1i) = h(x2j), we have
∃k ∈ {0, . . . , logn− 1} such that either B(i)k 6= B(i′)k or B(j)k 6= B(j′)k.

The reduction closely follows this equivalent definition of Bipartite List 3-Coloring: we
use the three levels of alternation in the definition of (1, 4)-Choosability Deletion to
express these three levels of alternation. Note also that the last level of alternation, when
quantifying over k ∈ {0, . . . , logn − 1} can be described as the selection of log logn bits.
This choice will be expressed by the introduction of log logn Bit-choosers, which will be the
dominating factor in the treewidth of the constructed instance.
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