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A prezentáció anyagát és az abból készült videofelvételt a tárgy hallgatói jogosultak használni, kizárólag saját célra. A felvétel másolása, videómegosztókra való feltöltése részben vagy egészben tilos, illetve csak a tantárgyfelelős előzetes engedélyével történhet.
Ismétlés: szórásnégyzet

**Definíció:** Egy $X$ valószínűségi változó szórásnégyzete

$$\mathbb{D}^2(X) = \text{cov}(X, X) = \mathbb{E}\left((X - \mathbb{E}X)^2\right) = \mathbb{E}(X^2) - \mathbb{E}(X)^2$$

(Akkor is értelmes, ha $X$ folytonos.)

Kiszámolása: transzformált várható értékével

$$\mathbb{E}(X^2) - \mathbb{E}(X)^2 = \int_{-\infty}^{\infty} x^2 f_X(x)dx - \left(\int_{-\infty}^{\infty} x f_X(x)dx\right)^2$$
Szórásnégyzet, folyt. példa

Példa: $Z \sim \text{Exp}(\lambda) \quad \mathbb{D}^2(Z) = ?$

$$
\mathbb{E}(Z^2) = \int_0^\infty z^2 \lambda e^{-\lambda z} \, dz = \frac{2}{\lambda^2} - \left(\frac{1}{\lambda}\right)^2 = \frac{1}{\lambda^2}
$$

\[= \left[-e^{-\lambda z} z^2\right]_0^\infty - \int_0^\infty -e^{-\lambda z} 2z \, dz\]

\[= 0 + \left[2z\left(-\frac{1}{\lambda}\right) e^{-\lambda z}\right]_0^\infty - \int_0^\infty 2\left(-\frac{1}{\lambda}\right) e^{-\lambda z} \, dz = \frac{2}{\lambda^2}\]
“A” nevezetes eloszlás

Mi a közös az alábbi véletlen mennyiségek eloszlásában?

Emberek magasságai, lábmérete, születési súlya, vérnyomása, napi átlaghőmérséklet (az év adott napján), páratartalom, mérési hiba egy kísérletben, zaj.

Sok tényező apró, független tényező folytonos eredménye.

Elnevezések: normális eloszlás, Gauss-eloszlás, haranggörbe (a sűrűségfüggvénye).
Normális eloszlás, def.

Definíció: Egy $Y$ val. változó normális eloszlású $\mu$ és $\sigma^2$ paraméterekkel (ahol $\sigma^2 > 0$), ha sűrűségfüggvénye:

$$ f_Y(x) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x-\mu)^2}{2\sigma^2}} \quad (x \in \mathbb{R}) $$

Jelölés: \( Y \sim N(\mu; \sigma^2) \)

Speciális eset: \( N(0; 1) \) Neve: standard normális
Standard normális eloszlás

**Jelölés:** standard normális sűrűségfüggvényére

\[
\varphi(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} \quad (x \in \mathbb{R})
\]

**Állítás:** \( \varphi \) sűrűségfüggvény, vagyis a teljes \( \mathbb{R} \)-en vett integrálja 1.

**Ötlet:**

\[
\left( \int_{-\infty}^{\infty} e^{-\frac{x^2}{2}} \, dx \right)^2 = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-\frac{x^2+y^2}{2}} \, dx \, dy
\]
Standard normális eloszlás

Biz. vázlat:

\[
\lim_{R \to \infty} \int_0^{2\pi} \int_0^R e^{-\frac{r^2}{2}} r \, dr \, d\alpha
\]

\[
\left[ -e^{-\frac{r^2}{2}} \right]_0^R = -e^{-\frac{R^2}{2}} + 1
\]

\[
\lim_{R \to \infty} 2\pi \left( 1 - e^{-\frac{R^2}{2}} \right) = 2\pi \quad \implies \quad \left( \int_{-\infty}^{\infty} e^{-\frac{x^2}{2}} \, dx \right)^2 = 2\pi
\]
Standardizálás, lemma

**Kérdés:** A nem-standard normális eloszlásra megadott függvények is sűrűségfüggvények?

Direkt számolás helyett:

**Lemma:** Legyen $\mu, \sigma \in \mathbb{R}, \sigma > 0$ és $X$ sűrűségfüggvénye $f_X$.

Ekkor $Y = \sigma X + \mu$ sűrűségfüggvénye

$$f_Y(x) = \frac{1}{\sigma} f_X \left( \frac{x - \mu}{\sigma} \right) \quad (x \in \mathbb{R})$$
Standardizálás, lemma biz.

Biz: A megadott függvény nemnegatív, így már csak az integrálját kell kiszámoljuk minden $a$-ra:

\[
\int_{-\infty}^{a} \frac{1}{\sigma} f_X \left( \frac{x - \mu}{\sigma} \right) dx = \int_{-\infty}^{\frac{a - \mu}{\sigma}} \frac{1}{\sigma} f_X(z) \sigma \, dz =
\]

\[
= F_X \left( \frac{a - \mu}{\sigma} \right) = \mathbb{P} \left( X < \frac{a - \mu}{\sigma} \right)
\]

\[
= \mathbb{P}(\sigma X + \mu < a) = \mathbb{P}(Y < a) = F_Y(a)
\]
Standardizálás normálisra

Következmény:

- $Y$ pontosan akkor $N(\mu; \sigma^2)$ eloszlású, ha létezik $X \sim N(0; 1)$, amire $Y = \sigma X + \mu$

- Tehát a normális eloszlás valóban valószínűség-eloszlás.

Biz: Ha $X \sim N(0; 1)$ és $Y = \sigma X + \mu$, akkor a lemma miatt

$$f_Y(x) = \frac{1}{\sigma} f_X \left( \frac{x - \mu}{\sigma} \right) = \frac{1}{\sigma} \frac{1}{\sqrt{2\pi}} e^{-\frac{(x-\mu)^2}{2\sigma^2}} = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x-\mu)^2}{2\sigma^2}}$$
Standardizálás normálisra, biz.

Visszafelé: ha $Y \sim N(\mu; \sigma^2)$ akkor legyen

$$X = \frac{1}{\sigma}(Y - \mu)$$

Ismét a lemma miatt

$$f_X(z) = \sigma f_Y(\sigma z + \mu) = \sigma \frac{1}{\sqrt{2\pi}\sigma^2} e^{-\frac{(\sigma z + \mu - \mu)^2}{2\sigma^2}} = \frac{1}{\sqrt{2\pi}} e^{-\frac{z^2}{2}}$$

Kérdések: Mi a normális eloszlás

1. eloszlásfüggvénye,
2. várható értéke,
3. szórása?
Norm. elo., eloszlásfüggvény

**Jelölés:** A standard normális eloszlás eloszlásfüggvénye:

\[ \Phi(x) = \int_{-\infty}^{x} \varphi(z) \, dz = \int_{-\infty}^{x} \frac{1}{\sqrt{2\pi}} e^{-\frac{z^2}{2}} \, dz \]

**Kérdés:** Oké, és tengeri csikók nélkül?

Ez elemi függvényekkel nem kifejezhető. Ehelyett közelítéseket használunk a fenti integrál(ok)ra.

Hasznos összefüggés: \[ \Phi(-x) = 1 - \Phi(x) \quad (x \in \mathbb{R}) \]
Norm. elo., eloszlásfüggvény

\[
\Phi(0,21) = 0.5832
\]
\[
\Phi(0,315) = 0.6236
\]
\[
\Phi(-0,11) = 1 - 0.5438 = 0.4562
\]
Norm. elo., eloszlásfüggvény

**Példa:** Egy zajos csatornán egy +/-1 értékű jelet próbálunk átjuttatni. A zaj miatt a megkapott jel értéke nem feltétlenül +/-1, hanem a jel értéke plusz egy $N(0; \sigma^2)$ eloszlású véletlen szám. Határozzuk meg $\sigma$-t, ha tudjuk, hogy annak az esélye, hogy egy “+1” jel esetén negatív érték jut át a csatornán, 0,0226?

**Zaj:** $Y \sim N(0; \sigma^2)$

$$P(+1 + Y < 0) = P(Y < -1) = P\left(\frac{Y}{\sigma} < \frac{-1}{\sigma}\right) =$$

$$= \Phi\left(-\frac{1}{\sigma}\right) = 0,0226 \implies \sigma = \frac{1}{2,00}$$
Norm. elo., várható érték

Állítás: Legyen $Y \sim N(\mu; \sigma^2)$. Ekkor

$$\mathbb{E}(Y) = \mu \quad \text{\quad} \mathbb{D}^2(Y) = \sigma^2$$

Normális eloszlás standardizálása:

$$\frac{Y - \mathbb{E}Y}{\mathbb{D}(Y)} \sim N(0; 1)$$

Megjegyzés: Más eloszlású val. változót is standardizálhatunk (levonva a várható értékét, és leosztva a szórásával). Ez a standardizált persze tipikusan nem lesz standard normális eloszlású.
Norm. elo., várható érték

Állítás bizonyítása:

\[ \mathbb{E}(Y) = \mathbb{E}(\sigma X + \mu) = \sigma \mathbb{E}(X) + \mu \]

\[ \mathbb{D}^2(Y) = \mathbb{D}^2(\sigma X + \mu) = \mathbb{D}^2(\sigma X) = \sigma^2 \mathbb{D}^2(X) \]

Tehát elég a standard normálisra kiszámolni az állítást.

\[ \mathbb{E}(X) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} x e^{-\frac{x^2}{2}} \, dx = \frac{1}{\sqrt{2\pi}} \left[ - e^{-\frac{x^2}{2}} \right]_{-\infty}^{\infty} = 0 \]

\[ \mathbb{E}(X^2) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} x^2 e^{-\frac{x^2}{2}} \, dx = (\text{parciális integrálás}) = 1 \]
Norm. elo., szórás

Normális eloszlás szórása szemléletesen:

- az esetek kb. 68%-át lefedi a $[\mu - \sigma, \mu + \sigma]$ intervallum,
- a sűrűségfüggvény a $\mu \pm \sigma$ pontoknál vált konvexitást.
Norm. elo., példa

Példa: minta hőmérséklete (°C) Jel.: $Y$
$\sim N(-2; 1,69)$ Mi a valószínűsége, hogy a minta hőmérséklete nagyobb, mint 0 °C?

Kérdés: $\mathbb{P}(Y > 0) = ?$

Standardizált: $X = \frac{Y + 2}{\sqrt{1,69}} \sim N(0; 1)$

$\mathbb{P}\left(\frac{Y + 2}{1,3} < x\right) = \mathbb{P}(X < x) = \Phi(x)$

$\mathbb{P}(Y > 0) = 1 - \mathbb{P}(Y < 0) = 1 - \mathbb{P}\left(\frac{Y + 2}{1,3} < \frac{2}{1,3}\right) = 1 - \Phi\left(\frac{2}{1,3}\right)$

$\mathbb{P}(Y > 0) \approx 0,0620 \approx 6\%$
de Moivre–Laplace-tétel

Kérdés: Miért jön elő alkalmazásokban, mérési eredményeknél?

Tétel: Legyen \( p \in (0, 1) \) és \( S_n \sim B(n; p) \). Ekkor minden \( a < b \) valós számokra:

\[
\lim_{n \to \infty} \mathbb{P} \left( a < \frac{S_n - \mathbb{E}(S_n)}{\mathbb{D}(S_n)} < b \right) = \int_a^b \varphi(x) \, dx = \Phi(b) - \Phi(a)
\]
de Moivre–Laplace-tétel, példa

**Példa:** A matematikusok 31,4% százaléka szandált hord. Száz találomra választott matematikust nézve, közelítőleg mi az esélye, hogy kevesebb, mint 25 pár szandált találunk rajtuk?

Szandálok száma: \( S_n \sim B(n; p) \quad n = 100 \quad p = 0,314 \)

\[
\mathbb{E}(S_n) = np = 31,4 \quad \mathbb{D}(S_n) = \sqrt{np(1-p)} = 4,6412
\]

\[
\frac{1}{4,6412}(S_n - 31,4) \text{ közelítőleg } N(0; 1)
\]

\[
\mathbb{P}(S_n < 25) = \mathbb{P}\left(\frac{S_n - 31,4}{4,6412} < \frac{25 - 31,4}{4,6412}\right) \approx \Phi(-1,3790)
\]

\[\approx -1,3790\]
de Moivre–Laplace-tétel, megj.

Kérdés: Nem ezt mondtuk a Poisson eloszlásnál is, hogy a binomiális határeloszlása a Poisson? Most meg azt mondjuk, hogy a binomiális határeloszlása a normális?

Válasz: A részletek eltérnek.

- Ott nem vontunk le (n-től függő) várható értéket, itt igen.
- Ott nem osztottunk le (n-től függő) szórással, itt igen.
- Ott \( p_n \to 0 \) és \( np_n = \lambda \) volt feltétel, itt \( p \) konstans.

Megjegyzés: A konvergencia sebességéről is lehet tudni konkrétumot, lásd Berry–Esseen tétel.
Galton-deszka

Egy golyó vég-pozíciójának eloszlása:

\[ B \left( n; \frac{1}{2} \right) \]

(a bal széléről számolva)

Mit szemléltek? A binomiális eloszlás közelíti a normális eloszlás sűrűségfüggvényét.
de Moivre–Laplace-tétel, levezetés

**Biz vázlat:** A standardizált \( \frac{S_n - \mathbb{E}(S_n)}{\mathbb{D}(S_n)} \) változó eloszlásából készítsünk \( f_n \) sűrűségfüggvény-szerűséget:

\[
\mathbb{P}\left( a < \frac{S_n - \mathbb{E}(S_n)}{\mathbb{D}(S_n)} < b \right) = \int_{a}^{b} \varphi(x) \, dx
\]

\( n \to \infty \)
de Moivre–Laplace-tétel, levezetés

Honnan tudjuk, hogy $f_n \rightarrow \varphi$?

Az $f_n$ függvények közelítőleg teljesítenek egy diff-egyenletet:

$$\lim_{n \to \infty} \frac{f_n'(x)}{f_n(x)} = -x$$

Miért jó ez? Mert ebből a $f(x) = \lim_{n \to \infty} f_n(x)$ függvényre belátható, hogy

$$-x = f'(x)/f(x) \quad \Rightarrow \quad f(x) = e^{\frac{-x^2}{2}} e^c$$

Nem-triviális részletek:

- létezik-e a fenti határérték?
- a határértékfüggvény deriválható-e?
- igaz-e a határértékfüggvényre a diff-egyenlet?
Köszönöm a figyelmét!