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Abstract Topology and Orchestration Specification for Cloud Applications
(TOSCA) is an OASIS standard for specifying the topology of cloud applica-
tions, their deployment on physical or virtual cloud resources, and their orches-
tration. In recent years, the cloud research community has shown significant
interest in TOSCA, leading to an increasing number of related publications.
Such publications address a wide-ranging set of topics around TOSCA, e.g.,
devise sophisticated cloud orchestration methodologies using TOSCA, extend
the language of TOSCA, or present tools for manipulating TOSCA models. To
help researchers and practitioners overview this multifaceted area of research,
this paper presents the results of a systematic survey of the relevant litera-
ture. We have processed over 120 papers and categorized them, leading to a
taxonomy with 6 categories and 19 subcategories. The analysis of the results
reveals several notable tendencies, as well as areas requiring future research.

Keywords TOSCA - cloud computing - cloud topology - cloud orchestration.

1 Introduction

With the widespread adoption of cloud computing, more and more applica-
tions are deployed in a cloud setting. For complex applications, comprising
many components with different technical dependencies and constraints, also
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making use of different platform components, the deployment and ongoing
management tasks have become dauntingly complicated and error-prone us-
ing traditional tools [84]. Also, the lack of interoperability between different
tools became a severe limitation [14]. Thus, the need arose to describe cloud
applications and related management tasks on a higher level of abstraction, in
a standardized format.

To address the above-mentioned issues, the Organization for the Advance-
ment of Structured Information Standards (OASIS') published the TOSCA
standard. TOSCA is a modeling language addressing the deployment and
portability of cloud applications, as well as the interoperability and reusability
of individual components of these applications [12].

Besides its industrial adoption?, TOSCA also sparked significant interest
in the research community. It has played various roles in different research
approaches: Some used TOSCA as part of a more general methodology, others
extended the modeling capabilities of TOSCA or designed tools to support
the manipulation of TOSCA models. This multifaceted use of TOSCA and
the growing number of relevant papers — which have been published in a wide
variety of conferences and journals — make it hard to track all related research.
Therefore, the aim of this paper is to give an overview of the use of TOSCA
in the research community. We performed a systematic literature review to
devise a taxonomy of the main research topics that have been addressed in
connection with TOSCA in recent years. The analysis of the results reveals
some trends and also gives hints about promising directions for future research.

This work is a significantly extended version of our previous brief TOSCA
survey [7], extending both the breadth and depth of its coverage and also
further developing the taxonomy and the analysis of the results.

The rest of the paper is organized as follows. Section 2 provides a brief
introduction to TOSCA. Section 3 describes the used survey methodology.
Section 4 gives an overview of the results, followed by the description of the
details in Section 5. The findings are discussed in Section 6, while Section 7
concludes the paper.

2 A short introduction to TOSCA

In 2013, the OASIS published the Topology and Orchestration Specification for
Cloud Applications (TOSCA) standard [91]. The concept of TOSCA includes
two aspects: (i) the structural description of a composite cloud application and
its deployment as a topology graph and (ii) the so-called management plans,
which specify how the management operations of the components are used for
setting up, managing, and orchestrating a composite cloud application.

The description of the topology of an application essentially consists of two
types of elements, i.e., nodes and relationships. Nodes represent individual
components and also define management operations for those components,

1 https://www.oasis-open.org/
2 See, e.g., https://wiki.oasis-open.org/tosca/ TOSCA-implementations
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such as for creating, configuring, or starting a component [63]. Relationships
describe the relationships of the individual components to each other. For
example, a “hosted-on” relationship can be used to allocate virtual components
to the respective physical resources. Nodes and relationships are represented
as node templates and relationship templates in a topology template. The
term template means that the respective element may be instantiated several
times. The type of a template defines its semantics [12].

TOSCA foresees two types of processing for the deployment and orches-
tration of composite applications [17]. In imperative processing, an explicit
management plan defines the exact management operations and their execu-
tion order. TOSCA uses existing workflow languages such as BPMN (Business
Process Model and Notation [92]) and BPEL (Business Process Execution Lan-
guage [90]) for the definition of management plans. For declarative processing,
no management plans are defined. Instead, a runtime system interprets the ap-
plication topology and infers the necessary steps for typical operations (e.g.,
deployment) based on appropriate conventions.

The original TOSCA specification was based on XML. The simplified
TOSCA profile, released in 2016, used YAML, “to simplify the authoring of
TOSCA service templates” [93].

For a more in-depth introduction to TOSCA, we refer to existing intro-
ductory papers. In particular, Binz et al. [12] give an overview of TOSCA and
name the challenges that TOSCA addresses, while Brogi et al. [34] present
a compact overview of TOSCA and the underlying goals of the specification.
Besides, Binz et al. [14] show how to use existing workflow technologies in the
context of TOSCA to ensure the portability of management plans. Haupt et
al. [63] focus on making the most of the capabilities provided by TOSCA for
the design of node types.

3 Survey methodology

For our literature survey, we used a systematic methodology [24]. Fig. 1 gives
an overview of the process, structured into three phases: planning, conducting,
and documenting the survey. In the following, each step is explained.

Based on the high-level objectives described in Section 1, we identified the
following research questions for our survey:

RQ1: What are the main contributions of existing research with respect to
TOSCA?

RQ2: Are there noticeable trends in the topics of TOSCA research over the
years?

RQ3: Which topics need further research?

We used a combination of several methods to identify the set of relevant
publications. First, we used keyword search to identify an initial set of possibly
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Fig. 1 Overview of survey methodology

relevant papers. For this purpose, we used the Scopus database® and applied
the following search string:

“Topology and Orchestration Specification for Cloud Applications” AND
(TITLE-ABS-KEY(TOSCA))

Here, TITLE-ABS-KEY means that the given expression (TOSCA) must be
contained in the title, abstract, or keywords of the paper. Searching for the
word TOSCA in the title, abstract and keywords ensures that TOSCA is a
main aspect of the respective paper. In addition, we are looking for the full
version of the term (Topology and Orchestration Specification for Cloud Ap-
plications) in the text to exclude papers that use the word TOSCA in another
meaning. We focused on the period from 2012 to 2018 (also including the years
2012 and 2018). 2012 was the year in which the first TOSCA papers were pub-
lished. We considered all papers that were published before 1st January 2019.

In addition to Scopus, we used Google Scholar? to find papers that could
not be found in the Scopus database, but fit the described search string. More-
over, to ensure that we do not miss relevant papers that compare TOSCA and
other modeling languages but do not mention the keyword TOSCA so promi-
nently, we also repeated the search with a slightly changed search string, in
which we replaced “TOSCA” with “comparison” and “compare”. In an addi-
tional step, we looked at the papers that are referenced in the papers found
so far. Furthermore, we looked at the work of the members of the Technical
Committee listed in the membership roster of the OASIS®.

To filter the relevant papers, we used the following criteria:

— Inclusion criteria:
IN1: Scientific papers published in international peer-reviewed outlets.
IN2: Studies in which TOSCA plays a central role.
— Exclusion criteria:
EX1: Studies in which TOSCA is of only marginal relevance.
EX2: Short papers (less than 4 pages in double-column format).

3 https://www.scopus.com
4 https://scholar.google.com
5 https://www.oasis-open.org/committees/tosca/
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Fig. 2 Taxonomy for categorizing the processed papers

EX3: Non-English papers.

To assess the relevance of a publication regarding TOSCA (criteria IN2
and EX1), we relied on information given by the authors of that publication.
Accordingly, the key indicator was the mention of the term TOSCA in the title,
in the abstract or in the keywords. Exceptions are the papers that compare
TOSCA and other modeling languages, as explained above.

The searching and filtering process resulted in a total of 124 papers. After-
wards, we read each paper and categorized them using open coding. Parallel to
the processing of the papers, we continuously refined our coding scheme, build-
ing up a taxonomy in a bottom-up fashion, and also refining the categorization
of already processed papers. Both the taxonomy and the categorization of the
papers were regularly discussed between the authors to ensure consistency. In
addition, an earlier version of the taxonomy was presented at a conference
[7]; the feedback from the conference reviewers and from discussions at the
conference has also been embodied in the final version of the taxonomy.

When the taxonomy was finished and each paper categorized according
to this taxonomy, RQ1 could be answered. In the last step, we analyzed the
results to identify focal points of existing research, trends, as well as possible
directions for further research. The results of this analysis delivered answers
to RQ2 and RQ3.

4 Survey results

Fig. 2 presents the taxonomy that we developed based on the analyzed pa-
pers. On the highest level, we categorized the papers based on their main
contribution regarding TOSCA. We identified the following categories:

The Tools category consists of papers that describe a tool for TOSCA. For
this purpose only mature tools are considered. Prototypes that are only used
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to validate an approach can be found in the other categories. Further catego-
rization is possible based on the type of tool regarding its use in the lifetime
of a cloud application. The application designer uses modeling tools to de-
scribe the components of an application and the relationships between them.
Deployment tools are used to install and launch an application. Finally, the
run-time environment is responsible for the management operations such
as for creating, starting, or configuring components.

The category Extension of language consists of extensions to the stan-
dard defined by OASIS, for example to define and enforce policies. This ex-
tension does not refer to the definition of new node or relationship types,
but to the way in which a node type is defined. The further categorization is
based on the aspect of TOSCA, to which the respective approach refers. That
may be the topology or the management plans. It is also possible that
one approach applies to both aspects. The visual notation sub-category is
about the graphical representation of cloud topologies. Such a notation is not
provided for in the TOSCA standard, so that it represents a separate category.

The category Methodologies for processing TOSCA models contains
methods for processing TOSCA without describing an extension of the lan-
guage. Four subcategories have been defined for this category. There may be
several reasons for the need to complete a topology. For example, a designer
may focus on defining the logical components of an application, and the assign-
ment to physical components could eventually be automated, thus completing
the topology. The Matching between service templates and node types
sub-category refers to grouping multiple nodes into a single one. This one node
represents a service template consisting of several nodes. Topologies of cloud
applications can quickly become confusing, so it makes sense to group individ-
ual nodes together. In addition, a node can be defined as a placeholder, which
can later be replaced by a proven configuration of nodes. Another problem
with topologies that include a variety of components is the complexity of the
associated management plans. The definition of management plans is there-
fore prone to error in applications with a variety of components. Combining
declarative and imperative processing is a possible way to cope with this
complexity. Approaches in the category Verification of cloud orchestra-
tion ensure the correct deployment of the cloud application. This includes for
example the execution of management operations in the correct order.

The category Relation to other solutions contains two types of rela-
tionships between TOSCA and other modeling languages. One refers to the
comparison, the other to an automatic translation between TOSCA and
another modeling language.

The Usage of TOSCA category describes approaches that use TOSCA
but do not extend the language defined by the standard or the way TOSCA
models are processed. The sub-categories refer to the domain in which TOSCA
is used (papers about the contribution of TOSCA to DevOps, papers about
the use of TOSCA in an IoT (Internet of Things) or NFV (Network
Function Virtualization) setting) or the purpose for which TOSCA is used
(papers about a combination with other tools, papers about the use of
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Category Sub-category Paper
Modelling 75] [76]
Tools Deployment 19
Run-time
environment [11] [69] [124] [125]
[4] [15] [16] [25] [26] [27] [101]
Extension of topolosy 116] [132] [134]
Management plans 74] [107] [117]

language

Topology and
management plans
Visual notation 20]

1] [13] [29] [35] (36] (47] 55 [64]
[65] [94] [100] [102] [104] [110]

[31] [32] [33]

[22] [60] [61] [68] [78] [119] [120]

Methodologies for Topology completion

processing TOSCA Matching between service
models templates and node types
Combining declarative and
imperative processing
Verification of cloud

[17] (18] [21] [42] [43] [44] [87)

[30] [39] [49] [115] [131]

orchestration
Relation to other Comparison 18] 48] [52] [53] [54] [57] [73] [96]
lutions 109] [121]
50 Automatic translation 9] [10] [40] [130]
5] 28] [37] [38] [41] [46] [56] [58]
Portable application [59] [62] [66] [70] [72] [77] [79]
description (88] [89] [95] [97] [98] [99] [111]
112] [113] [114] [118] [128] [133]
ITjingng DevOps 71] [123] [126] [127]
ToT 50] [81] [103] [108]
Testing 106] [129]
Combination 45] [51]
Network Function
Virtualization [2] 3] 67] [105] [122]

(12] [14] [23] [34] [63] [80]
[82] [83]

Table 1 Overview of the found papers, assigned to the categories of the taxonomy

TOSCA introduction

TOSCA models for testing purposes). Several papers in this category use
TOSCA generally for the portable description of applications and can-
not be assigned to a specific sub-category.

Finally, the category TOSCA introduction includes papers that intro-
duce TOSCA or some of the concepts within TOSCA.

Table 1 gives an overview of the papers of each category.

5 Detailed results

The following subsections describe selected papers in each category of the tax-
onomy of Fig. 2, except for the category “T'OSCA introduction.” Due to space
limitations, we cannot describe all papers in detail. One criterion for selecting
papers to describe was to prefer papers with a high number of citations, either
overall (e.g., [11,17]) or within a category (e.g., [65]). There were also some
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sub-categories with few papers, so that all those papers could be described
(e.g., sub-categories “Modelling” and “Deployment” in the “Tools” category).

5.1 Tools

The Tools category consists of papers whose main contribution is a tool for
describing, deploying, or instantiating cloud applications using TOSCA. Pro-
totypes that only serve to illustrate or evaluate an approach are not assigned
to this category.

Kopp et al. [75] present the web-based modeling tool Winery. Winery in-
cludes the Topology Modeler, with which components can be combined to
form an application topology, and the Element Manager, which can be used
to create, modify, and delete the components contained in the topologies. In
addition to Topology Modeler and Element Manager, Winery also includes a
repository to store the data for the other two components. Kopp et al. [76]
also propose an extension to Winery that can be used to model management
plans. However, this approach was only implemented as a prototype.

Binz et al. [11] describe OpenTOSCA, a runtime for imperative processing
of TOSCA applications . This runtime serves to execute the defined manage-
ment plans respectively the operations described within the nodes. Wettinger
et al. [124,125] present an extension to OpenTOSCA in the form of a unified
invocation interface. This interface provides the logic to perform management
operations and hides the technical details of the underlying technologies. The
interface is called from the management plans to provision an application.

Breitenbiicher et al. [19] add Vinothek to the above two tools. Vinothek
offers the user an interface for providing an instance of an application. For this
purpose, the user is offered the set of applications without having to deal with
technical details. The selected application is started by a connected runtime.

Katsaros et al. [69] also provide a tool to deploy and manage software
components. The execution environment TOSCA2Chef parses TOSCA docu-
ments and deploys the components described in OpenStack Clouds using the
Opscode Chef configuration management software and BPEL processes.

5.2 Extension of language

This subsection deals with papers that extend TOSCA as a modeling language.
The extension may affect the topology elements defined in the standard and/or
the languages used by TOSCA to describe management plans.

Brogi et al. [25-27] extend TOSCA with means for specifying the behavior
of the application components when executing the management operations
defined for the nodes. Considering the effects of the operations to be performed
and the states that the components assume after execution, the validation
of management plans is possible. In a valid management plan, all actions
are performed in the correct order. In an invalid plan, for example, the start
process could be defined to run before installing a component.
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Zimmermann et al. [132] define an extension to the topology modeling
in TOSCA, regarding the business operations of the individual components,
which should be displayed in a technology-agnostic manner. The application
deployment described in this approach includes a service bus for communica-
tion between the individual components, respectively for calling these business
operations using identifiers and interface descriptions.

Other papers focus on expanding the language of the management plans.
Kopp et al. [74] extend the Business Process Model and Notation (BPMN)
to provide direct access to the topology elements. The extended version of
BPMN, called BPMN4TOSCA, can be transformed into standards-compliant
BPMN. Vetter [117] shows an approach that describes the management plans
through XML nets. This description allows the search for errors in the defined
plans by finding anti-patterns. An anti-pattern could be for instance a missing
or unneeded action.

Waizenegger et al. [119,120] present a prototypical implementation of a
TOSCA runtime extension to enforce policies describing non-functional re-
quirements, specifically security properties, such as the encryption of a database
or the geographic positioning of privacy-related data. Policies can be defined
using both single-node management operations and management plans. De-
velopers can create different instances of a policy so that the user can choose
a specific version without having to adjust the entire template.

Breitenbiicher et al. [20] propose a visual notation to unify the presentation
of nodes within the topology, to avoid misunderstandings in the interpretation
of the topologies defined in XML . This involves the presentation of nodes and
relationship templates, as well as groups for combining multiple elements into
a single element to reduce the complexity of large representations.

5.3 Methodologies for processing TOSCA models

Various approaches have been proposed to work with TOSCA models. Some
focus on the processing of topologies, whereas others define a matching be-
tween service templates and node types, combine declarative and imperative
processing, or verify the orchestration of the components.

5.3.1 Topology completion

Binz et al. [13] propose sharing resources to save costs. The rationale is that
container components (for example, virtual machines) are often underutilized
by a single application component so that additional components can be hosted
by these containers. For this purpose, the topologies from two applications
that use the same container components are merged into a topology after a
feasibility check has been performed. This process results in a topology in
which both applications retain their respective functionality. Saatkamp et al.
[102] present another approach to save costs when running cloud applications,
by adapting the application topology when a provider specifies a new offer and



10 J. Bellendorf and Z. A. Mann

certain components of the application need to be migrated to new container
components. The approach checks whether the capabilities offered match the
requirements of the given application components, and the topology is split
based on the providers’ offerings.

Automatic completion of TOSCA topology models has also been consid-
ered. The aim is that an application developer only has to model the business
relevant components and the underlying infrastructure is automatically added.
This leads to a reduction of the effort because the developer does not have to
know the technical details of the infrastructure and platform components to
deploy an application. Multiple approaches have been proposed to achieve this
aim. The approach of Hirmer et al. [65] is based on a repository of nodes and
relationships. This repository is used by a prototypical extension of Winery to
complete incomplete topologies. The developer can follow the completion of
the topology step by step and make adjustments if necessary. The approach of
Panarello et al. [94] also tracks the completion of application topologies. This
involves distributing the components of an application through the offerings of
the providers of a federation. A Decision-Making component selects the appro-
priate offerings and a Topology Completion Manager completes the incomplete
topology accordingly. Also Brogi et al. [29] present an approach for a related
purpose. It uses the prototype DrACO, which receives information about suit-
able cloud offerings through crawling the network and storing their TOSCA
representation in a repository. This representation can be used by the applica-
tion developer to complete the topology. Similarly, the OpenTOSCA Injector
presented by Saatkamp et al. [104] takes incomplete application topologies and
chooses suitable node templates which are stored in the providers Repository
to complete the topology. This approach is based on the requirements that are
defined for a component and the capabilities offered by the components in the
repository to meet them.

Soldani et al. [110] present TOSCAMart, an approach to reuse proven
topologies in new environments. TOSCAMart is based on a repository of ex-
isting topologies provided to an application developer for the development of a
new composite application. The developer defines a node in the new topology
that describes the requirements for the fragment being inserted. TOSCAMart
then selects a suitable solution for these requirements from the repository.
Matching between a given node and the fragments from the repository is based
on the definitions for ezact and plug-in matching mentioned in 5.3.2.

TOSCA Node Types point to artifacts implementing installation and de-
ployment operations. Selecting an artifact that meets the requirements of the
user requires technology-specific expertise. Combining artifacts to deploy com-
plex applications can be difficult and error-prone. To solve this problem, En-
dres et al. [55] present a method that crawls open-source repositories and
transforms found artifacts into technology-agnostic topology models. These
topology models facilitate the understanding of the functionality of the arti-
facts and can be combined to model the deployment of complex applications.
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5.83.2 Matching between service templates and node types

Brogi and Soldani [31-33] describe an approach that involves matching be-
tween individual Node Types and Service Templates. This matching allows
sets of Node Types to be grouped together in a topology to reduce its com-
plexity. In addition, proven combinations of Node Types can be reused in new
application topologies. For this purpose, the authors define (i) exact match-
ing between Node Type and Service Template and propose further definitions
for (ii) plug-in, (i) flexible and (iv) white-box matching. Exact matching be-
tween Service Template and Node Type exists if the requirements and offered
services are perfectly compatible with each other. In the case of plug-in match-
ing, the requirements of the Service Template are weaker and the capabilities
offered higher than those of the Node Type. The other two types, flexible
and white-box matching, involve bridging non-essential, syntactic differences
between feature names and missing Service Template requirements or capa-
bilities. Service Templates with the other three properties can be adapted to
create a new template that fits exactly a given node type.

5.83.3 Combining declarative and imperative processing

Breitenbiicher et al. [17,18] propose an approach that combines declarative
and imperative to hybrid processing. Declarative processing may not be ap-
propriate for larger applications because only general components and prede-
fined operations known by the runtime can be executed. The disadvantage of
imperative processing is that creating management plans is time-consuming,
expensive, and error-prone. To overcome their respective drawbacks, the two
kinds of processing are combined to a hybrid approach. The defined applica-
tion topologies are interpreted and finally the associated management plans
are generated. These can be finally adjusted by the developer.

Calcaterra et al. [42] present a similar approach, also based on interpreting
a topology and providing the appropriate management plan. To do this, a
converter translates the YAML model into a BPMN model, which is used to
deploy the application. In addition, the approach still provides the ability for
cloud providers to define and deliver their offerings so that users can choose
the offering that best suits their needs. However, the presented prototype of
this application only translates some of these functions.

5.8.4 Verification of Cloud Orchestration

Yoshida et al. [131] describe an approach to the formal verification of TOSCA
topologies that can be used to test the achievement of a particular target
state in declarative processing of the TOSCA model. The execution of the
management operation is described by a state transition system in which a
state with a certain property is to be reached.

Also Chareonsuk and Vatanawood [49] deal with the formal verification
of cloud orchestration design. Their approach, unlike that of Yoshida et al.,
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considers imperative processing. For this purpose, a CSAR file containing the
TOSCA topology and associated BPEL processes is converted into a formal
model, which is then processed by a model checker. The WSDL description
of the used web services is used to take into account the signatures of the
individual method invocations for verification. The authors use the description
of safety properties as linear temporal logic formulae for model checking.

The approach of Tsigkanos and Kehrer [115] is about defining patterns and
anti-patterns and finally checking their presence or absence in the topology of
a TOSCA service template, so that quality aspects can be proven.

Brogi et al. [30,39] present the latest approach to validate a TOSCA ap-
plication topology. This approach describes the topology of an application as
a directed graph, where the nodes represent the components and the edges
represent the relationships between them. In order to validate the topology, it
is checked whether the requirements of a source node are met by a target node
or its capabilities. For this check, the requirements, relationships, and capa-
bilities are translated individually into formal conditions and then combined
to define the notion of validity. Finally, Sommelier, an open-source prototype,
is presented for the validation of application topologies.

5.4 Relation to other solutions

This category includes papers discussing (i) the comparison between TOSCA
and other methods for describing cloud systems, and (ii) the automatic trans-
lation between TOSCA and another modeling language.

5.4.1 Comparison between TOSCA and other methods for describing cloud
systems

A comparison between TOSCA and the Heat Orchestration Template (HOT)
is provided by Di Martino et al. [52]. HOT is the template format used to define
the structure of an application for declarative processing by the OpenStack or-
chestrator Heat. The main difference between the two approaches is that HOT
does not support workflow definition, which is possible with TOSCA: HOT is
purely declarative, whereas TOSCA also supports imperative processing using
management plans. Also, similarities are shown, for example, both provide a
catalog of nodes and resources that can be composed to applications.

For the translation of TOSCA into the HOT format, OpenStack has devel-
oped the project HEAT-Translator. This takes an input in a format not com-
patible with HEAT and translates it into HOT format. Among others, Tricomi
et al. [114] present a deployment approach using the HEAT-Translator.

5.4.2 Automatic translation between TOSCA and another modeling language
Yongsiriwit et al. [130] address the interoperability between different stan-

dards for describing cloud resources: TOSCA, Open Cloud Computing In-
terface (OCCI) and Cloud Infrastructure Management Interface (CIMI). For
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interoperability, ontologies are defined that describe the resources noted in
each standard. In addition, an upper-level ontology is presented to describe
cloud resources regardless of the used standards. Using inference rules, the
special descriptions can be translated into this higher-level format and vice
versa, which also allows the translation from one standard to another. Using
the upper ontology, a knowledge base could be created, providing insights into
relationships and possible inconsistencies.

5.5 Usage of TOSCA

This category consists of approaches that use the existing TOSCA notation.
Some papers present a case study of the use of TOSCA. In others, TOSCA is
not the main focus, but only a means to achieve some goal. Some further papers
discuss integrating TOSCA with other concepts to combine their benefits.

Kostoska et al. [77] present a case study of the use of TOSCA for specify-
ing the University Management System iKnow. This system offers professors
and students a platform to exchange electronic information and provide elec-
tronic services. The paper describes how the components of this application
are defined using TOSCA. Examples show excerpts from the XML specifi-
cation of node and relationship types, as well as artifacts that can be used
for deployment and installation. Also, the challenges of using TOSCA for the
specification of this application are mentioned.

A different domain for using TOSCA is the specification of Internet of
Things (IoT) applications. This area is addressed by various authors. Li et
al. [81] show how TOSCA can be used in the context of an IoT application,
namely an Air Handling Unit (AHU) that controls the condition and circula-
tion of air in modern buildings. The authors give examples of how to define
the components of the application and describe their experience using TOSCA
for this use case. Also Da Silva et al. [50] demonstrate the feasibility of defin-
ing IoT applications using TOSCA, in the context of different technologies.
In another paper, Da Silva et al. [108] address the multitude of sensor data
produced in IoT scenarios. The authors describe how Complex Event Process-
ing Systems can be deployed using TOSCA to process the incoming data and
efficiently use network resources.

Wettinger et al. [126,127] show the use of TOSCA in the context of DevOps.
A core principle of DevOps is to automate the deployment process to enable
continuous software delivery. The authors address the challenge of combining
different DevOps artifacts. For this purpose, a framework is presented to search
public repositories for such artifacts, and to convert them to TOSCA format to
ensure a uniform representation and to enable their combination. Specifically,
the transformation of Chef cookbooks and Juju charms is described. In an-
other paper, Wettinger et al. [123] integrate Configuration Management with
Model-Driven Cloud Management in the context of DevOps. Model-Driven
Cloud Management provides an overview of the structure of a complex appli-
cation and supports developers in handling necessary infrastructure changes,
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abstracting from lower-level actions (like installation or configuration of com-
ponents), which are provided by Configuration Management. The paper deals
with the integration of TOSCA as a vehicle for Model-Driven Cloud Man-
agement and Chef as a Configuration Management tool. Integration aims at
defining a holistic service model and ensuring its portability.

Cardoso et al. [45] integrate TOSCA with the service description language
USDL. USDL is used to describe service offerings of an application, so that
service discovery and selection can be simplified. TOSCA is used to deploy
and manage the components of an application. The paper describes how the
two languages can be combined so that parts of the lifecycle of an application
can be automated.

Sampaio et al. [106] define an approach to performing performance tests
for cloud application topologies. For the tests, different variants of a topology
are specified with the help of TOSCA. After being deployed, these variants
are evaluated on the basis of performance parameters chosen by the user.

6 Discussion

After the detailed results of the literature review (RQ1), we now examine the
lessons learned and present some further insight.
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6.1 Temporal evolution of the addressed topics

To answer RQ2, we analyzed the distribution of papers among the categories of
the taxonomy, also taking into account the evolution along the time axis. Fig.
3 shows the distribution of papers among the categories for the two halves of
the investigated time period (first respectively second column of the diagram).
We considered the years 2012 to 2017 for this figure, and divided them into two
periods of equal length. It can be observed that the two biggest categories are
“Usage of TOSCA” and “Methodologies for processing TOSCA models.” This
holds for both halves of the period. Also, both categories grew significantly over
time. The biggest relative growth, however, was produced by the “Relation to
other solutions” category, which grew from 3 to 9. Also the “Extension of
language” category grew considerably. A possible explanation is that such
papers address rather specific and advanced topics that gain more relevance
when the given field of study matures.

There were also two categories that diminished. “TOSCA introduction”
papers were only published in the first half of the period when TOSCA was
new. More interestingly, also the number of “Tools” papers decreased consid-
erably. A possible explanation for this phenomenon could be that the basic
tools are already available to handle TOSCA models, which made it more in-
teresting for the research community to focus on methodology issues. Tools are
still produced, but rather to illustrate an approach than as core contributions.

6.2 Types of processing

In Section 2 we described the two types of processing for the deployment of
composite applications: declarative and imperative processing. Section 5.3.3
showed that several papers considered the combination of declarative and im-
perative to hybrid processing. To further elaborate on RQ2, Fig. 4 shows the
evolution of the number of approaches belonging to the different types of pro-
cessing. Beyond imperative, declarative, and hybrid processing, there are two
further categories called “both” respectively “undefined”. “Both” refers to ap-
proaches that use both imperative and declarative processing, i.e., both vari-
ants of the processing are described in a paper. “Undefined” includes papers
that do not describe exactly what type of processing is used in an approach.
The figure shows the percentage of the processing types for each year.
Looking at the development, it is clear that the proportion of imperative
processing has decreased significantly over the years. At the beginning of the
analyzed period, this was 83%, in 2015 only 64% and in 2018 finally only 13%.
In contrast, the proportion of declarative processing has increased significantly.
In 2012, no approach was described in this category, while in 2015 the share
increased to 14%. In 2018, this category contains 60% of the approaches. The
remaining three categories account for only a small fraction of the total number
of papers. The increase in declarative processing can be explained, on the
one hand, by the error-proneness encountered in connection with the creation
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of management plans [17] and, on the other hand, by the experience that
applications can apparently be provided just by using the topology [30,36].

6.3 Topics for future research

In this sub-section, we address RQ3. Qualitatively, the findings of our survey
show the versatility of TOSCA: its use in many different domains (also beyond
cloud computing), for different purposes, in different phases of the service
lifecycle, by different groups of users. This versatility is mainly due to (i) the
possibility to define custom types for nodes, relationships, and capabilities
and (ii) the possibility to define and manipulate partial topologies. Indeed,
most surveyed papers use some additional types (and this is also planned
for future research [88,50]). Partial topologies make it possible to define an
application without the technical details of the physical components and to
optimize the deployment (which is also planned to be used in the future by
several authors [94,29,108]). However, this versatility also poses the risk of the
proliferation of different and incompatible TOSCA dialects. Hence we expect
that interoperability will play an increasingly important role.

Furthermore, the survey results show that the following topics received
limited attention so far and represent important topics for future research:

— Given the huge importance of security in cloud computing, it is striking
that very few papers address it so far (although several authors mentioned
it as future work [106,130,102]). Also, TOSCA support for other related
topics like privacy and data protection needs to be investigated [85].
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— The topic of verification and validation (V&V) is also addressed by a few
papers. Since V&V activities make up a significant part of the IT budget
of an organization, we expect to see more work on how TOSCA can be
used to make V&V more efficient and effective.

— Partial topologies open many possibilities for optimization, from which
only a little has been investigated, mainly in connection with cost mini-
mization. Many other aspects of optimization, e.g., related to performance
and reliability, are yet to be explored [6,86].

— TOSCA has been shown to be useful in areas such as IoT and DevOps.
We expect to see TOSCA being applied to new domains like fog and edge
computing or mobile computing. TOSCA could be used as a framework for
integrating different technologies, e.g. to support mobile cloud computing.

— Support for hierarchical topologies as well as hierarchical orchestration
approaches seems to be a promising way to handle very large cloud systems
and also to reuse artifacts between models of different systems. Hence we
expect more research on supporting hierarchization of TOSCA models.

6.4 Threats to validity

We now discuss threats to the validity of our literature survey and the drawn
conclusions. The internal validity of our study is influenced by the classification
of the papers in the taxonomy; a bias in the classification is thus a threat to
internal validity. To avoid subjective bias, we discussed the classification of
the papers between us, and also adjusted the taxonomy several times so as to
find the best fit. The iterative development of the taxonomy helped to ensure
that it is suitable for an analysis of the current state of research.

A threat to the external wvalidity of our study is that some important
references may not have been found. To minimize this risk, we combined
various search methods (keyword search with multiple keywords in multiple
databases, search along references, search along key authors) to find all im-
portant TOSCA-relevant papers.

The conclusion validity of our discussion concerning future research top-
ics is influenced by our subjective view on the TOSCA-related literature. To
minimize this subjective influence, we focus in Section 6.3 on the topics that
are named as future research topics in the literature.

A threat to the construct validity in our analysis of temporal changes lies
in the comparison of different periods. To mitigrate the threat of comparing
periods of different length, we do not consider the year 2018 in our considera-
tion of the temporal evolution of the addressed topics in Section 6.1. Similarly,
in Section 6.2, only entire years are compared.

The above threats were further mitigated by presenting a preliminary ver-
sion of the study in a relevant conference, and incorporating the feedback from
the reviewers and discussions at the conference in this final version.
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7 Conclusions

This paper presented a systematic literature review on TOSCA. The identified
papers addressed a variety of topics, which we grouped into six categories
(some further subdivided into several sub-categories). The categories with the
highest number of papers were: (1) papers reporting on the use of TOSCA, (2)
methodologies for processing TOSCA models, and (3) extensions of TOSCA.
Our survey showed the versatility of TOSCA, but also discovered areas
that are hardly explored so far and may represent targets for future research.
Examples include security and privacy aspects, as well as verification and
validation in connection with TOSCA models. Hence we expect TOSCA to
remain a relevant topic for future research in cloud computing and beyond.
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