
Mathematical Statistics exam
PhD Course

1. Let X1,X2, . . . ,Xn a statistical sample from the Poisson distribution, where the parameter is .
Show that the sample mean, X̄n is sufficient statistics.

2. A matched sample of students in a school were enrolled in diving classes with different
training techniques. Is there a difference?

Pairs X

Team A

Y

Team B

1 37 35

2 39 46

3 32 24

4 21 34

5 20 28

6 9 12

7 14 9

3. Let X1,X2, . . . ,Xn be statistical sample from N,. Edit 1 −  level confidence interval for the
parameter .

4. How do you interpret the next linear regression result:

5. Describe the model of the principal components. How we calculate the principal directions?
How we express the importance of the principal componenst? How we calculate the percent
what can be explain with the reducated model ? What is the optimality of the PCA? Interpret the
next table:

Total Variance Explained

6,654 51,186 51,186 6,654 51,186 51,186 6,515 50,115 50,115

1,448 11,138 62,324 1,448 11,138 62,324 1,511 11,625 61,740

1,169 8,991 71,316 1,169 8,991 71,316 1,184 9,109 70,849

1,022 7,860 79,176 1,022 7,860 79,176 1,083 8,327 79,176

,867 6,669 85,845

,546 4,196 90,041

,471 3,625 93,666

,306 2,357 96,023

,272 2,096 98,118

,125 ,959 99,077

,071 ,547 99,624

,040 ,310 99,933

,009 ,067 100,000
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Total % of Variance Cumulative % Total % of Variance Cumulative % Total % of Variance Cumulative %

Initial Eigenvalues Extraction Sums of Squared Loadings Rotation Sums of Squared Loadings

Extraction Method: Principal Component Analys is.


