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Abstract 
 

We present herein a panoramic capture and trans-

mission system for the delivery of Internet-based 

telepresence services. Our solution involves a com-

pact real-time spherical video recording setup that 

compresses and transmits data from six digital video 

cameras to a central host computer which in turn 

distributes the recorded information among multiple 

render- and streaming servers for personalized view-

ing over the Internet or 3G mobile networks. Our 

architecture offers a low-cost and economical alter-

native for personalized content management and it 

can serve as a unified basis for novel applications. 
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1. Introduction 

Telepresence and remote operators that employ vir-

tual-reality for education and entertainment have 

long been explored by scientists and developers of 

complex systems alike. The word telepresence is 

defined as “the experience of or impression of being 

present at a location remote from one’s own immedi-

ate environment” [1]. To achieve a high level of 

immersion, a number of sensory stimuli, such as 

visual, auditory, tactile, and perhaps olfactory, need 

to be captured, encoded, transmitted and subse-

quently presented or rendered to the user in a real-

time and fully transparent manner. Of course, the 

first step in building such technical solutions requires 

the availability of sensors that can capture and re-

transmit relevant data and output devices that can 

render the information with as minimal distortion as 

possible. While the level of immersion in a 

telepresence system may be affected by many vari-

ables and measured with the help of Presence Ques-

tionnaires [2], the ultimate goal of such technical 

solutions, still remains the purpose to provide their 

users with the most up-to date information and con-

trol over a remote environment. In our current re-

search therefore we focused on presenting visual and 

auditory stimuli only, but doing so to multiple view-

ers at a time and allowing them to share their experi-

ence. Video-based telepresence solutions that employ 

panoramic recording systems have recently become 

an important field of research mostly deployed in 

security and surveillance applications. Such architec-

tures frequently employ expensive multiple-head 

camera hardware and record data to a set of digital 

tape recorders from which surround images are 

stitched together in a tedious process [3]. These cam-

eras are also somewhat large and difficult to use and 

do not provide full spherical video (only cylindrical), 

a feature required by many new applications. More 

recently new advances in CCD resolution and com-

pression technology have created the opportunity to 

design and build cameras that can capture and trans-

mit almost complete spherical video images [4,5], but 

these solutions are rather expensive and can stream 

images only to a single viewer. 

Gross et al. [6] describe a telepresence system 

called blue-c, which, using a CAVE system, a set of 

3D cameras and semi-transparent glass projection 

screens, can create the impression of total immersion 

for design and collaboration. This system, however, 

requires expensive equipment and a complicated 

setup, therefore it is not feasible for servicing masses 

simultaneously (permitting it was not designed wih 

this goal in mind either). 

Rhee et al. [7] present a low cost alternative to 

the above system, by adding cheap video cameras 

and sophisticated imaging algorithms to an existing 

CAVE system. However, the focus is still on collabo-

ration between a limited number of participants. 

A number of researches [8-10] target 

telepresence for robotic surgery, but again due to the 

different requirements, these systems are cleary not 

applicable in mass broadcasting. 

To address the above difficulties we have devel-

oped a broadcasting solution, called PanoCAST that 

is capable of recording and simultaneously streaming 

live 360 degree full spherical video images to remote 

users over digital networks, such as the Internet or 

3G mobile phones, while allowing them to control 

their own point of view with the help of virtual cam-

eras.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1: Functional overview of our telepresence system. 

 

The remaining of this paper is organized as follows: 

In Section 2 we review the overall architecture of our 

system. In Section 3 we present details on its imple-

mentation, while Section 4 contains our conclusion 

and discusses future work. 

2. PanoCAST System Architecture 

To record and stream high fidelity spherical video we 

employ a special camera system with six lenses 

packed into a tiny head-unit. The images captured by 

the camera head are compressed and sent to our 

server computer in real-time delivering up to 30 

frames per second, where they are mapped onto a 

corresponding sphere for visualization. The Pano-

CAST system then employs a number of virtual cam-

eras and assigns them to each user who logs-in over 

the Internet, thereby creating their own, personal 

view of the events the camera is seeing or has re-

corded. The motion of the virtual cameras is control-

lable via TCP/IP with the help of a script interface or 

can be directly controlled by physical sensor data 

encoding the head motion (e.g. the output of an ori-

entation tracker attached to a head mounted display) 

of the user on the remote site. The resulting images 

the users each see can be streamed to their location 

using RTSP protocol for mobile devices or video-

conferencing tools, such as Skype via a special cli-

ent-server solution. Finally, on the client side, the 

system can accommodate a variety of different dis-

plays and input devices, including a HMD where the 

head motion of the user directly controls the rotation 

of the virtual camera, thereby delivering a sensation 

of presence. 

Figure 1 shows the basic setup and our approach 

to telepresence for demonstrated for a single user. A 

spherical camera head (left) is placed at the remote 

site in an event where the user wishes to participate. 

The camera head captures the entire spherical sur-

roundings of the camera with resolutions up to 3K by 

1.5K pixels and adjustable frame rates of maximum 

30 frames per second (fps). These images are com-

pressed in real-time and transmitted to a remote 

computer over G-bit Ethernet connection or using the 

Internet, which decompresses the data stream and 

remaps the spherical imagery onto the surface of a 

sphere locally. Finally, the personalized rendering 

engine of the viewer creates TV-like imagery and 

sends it to a Head Mounted Display (HMD) with the 

help of a virtual camera the motion of which is di-

rectly controlled by the head turns of the user. 

In principle, for multiple viewers, this simple ar-

chitecture can be easily modified to accommodate a 

number of independent HMD devices each control-

ling their own respective virtual camera. The techni-

cal difficulty in creating such system, however, lies 

in the bandwidth required to distribute the high qual-

ity images directly to each user while it also lays 

large computational burden on the local computer. 

The key idea behind our solution is based on dis-

tributing each user only what they currently should 

see instead of the entire scene they may be experienc-

ing. While this reduces the computational needs on 

the receiver side (essentially needing only to decode 

streamed video and audio data) and send tracking 

information and camera control back in return, it 



 

 

 

places designers of the server architecture in a diffi-

cult position. 

To overcome the limitations we devised an ar-

chitecture shown as a box diagram in Figure 2. The 

panoramic camera head is connected via an optical 

cable to a JPG compression module, which transmits 

compressed image frames at video rates to a distribu-

tions server using IEEE firewire standard. The role of 

the distribution server is to multiple the data video 

data and prepare it for broadcast via a server farm. To 

maximize bus capacity and minimize synchronization 

problems, the distribution server broadcasts its im-

agery via UDP protocol to a number of virtual cam-

era servers, each being responsible for a number of 

individually controlled cameras. The number of these 

server computers is governed by the number of cli-

ents the system needs to service in parallel at any-

given moment. Their role is to compute user-

dependent virtual views of the panoramic scenery 

using one camera for each connected user or a group 

of users who control what they see in competition 

with one another. With hardware acceleration incor-

porated in modern graphics cards or GPUs, a single 

unit can service up to m=20 independent camera 

views. Video data is then first encoded in MPEG 

format and subsequently distributed among a number 

of streaming servers using RTSP (Real-time Stream-

ing Protocol) before sent out to individual clients 

over the Internet or 3G mobile networks. Assuming 

3Gbit/sec connection a streaming server is capable of 

servicing up to 100 simultaneous clients at any given 

moment. Again, the number of streaming servers can 

be scaled according to the need of the broadcast. 

Finally, independent image streams are synchronized 

with audio and arrive at the user site ready to be 

decoded and displayed. 

In the PanoCAST telepresence system interac-

tion primarily means that the user controls the orien-

tation and field of view of the camera while observ-

ing a remote scene or event taking place. This func-

tionality is implemented via a script-based command 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 
Figure 2: Server-park and data flow architecture for inde-

pendently controlled viewer experience. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Example of using PanoCAST telepresence technology to stream personally controlled independent views to mobile 

phones over 3G networks. 



 

interface that sends either discrete commands to 

rotate the camera in a certain direction (e.g. when 

controlled from a web-browser) or using continu-

ously varying physical device data such as a head 

tracker, mouse, the output of facial analysis software 

or simple game controllers (see below). This interac-

tion takes place via TCP/IP protocol. As each viewer 

is allowed to control their own camera or join a 

group of people viewing the same portion of reality, 

the resulting experience is as if he or she was present. 

Similarly, when the end point of video streaming is a 

mobile phone with 3G connection, the PanoCAST 

solution offers a unique point of view and entertain-

ment value. This is demonstrated in Figure 3 for a 

live music concert situation. In the following section 

we discuss some of the key technical elements of our 

solution on more detail. 

3. Implementation Notes 

One of the key elements of the PanoCAST system is 

the compact and portable 360 degree panoramic 

video recording system depicted in Figure 4. It was 

designed to minimally interfere with the scene being 

recorded. Since almost the entire spherical surround-

ings are recorded working with such a camera is 

rather difficult from a production’s point of view. 

Specifically, the basic rules and the concept of 

frames here become obsolete, as both lighting, mi-

crophones as well as the staff remains visible. To 

provide as much immersion as possible, the camera 

head is placed on the end of a long pole carried by 

the cameraman (in this case a camerawoman shown). 

This setup is similar as if we replaced a person’s 

head standing at a given location with the camera or 

in other words, it is the ultimate steady-cam where 

the viewer may almost directly participate in the 

chain of events. By virtue of the extended fixture, it 

is possible to look around, even under ones feet or 

“up to the skies” without disturbance from the 

mounting structure. 

The computer to control the capture process is 

located in the mobile rack shown on Figure 5. The 

heart of the system (see left) is a small-factor per-

sonal computer (Apple MacMini) which is controlled 

via a touch screen interface or occasionally standard 

keyboard during a recording session. Video is digi-

tally stored on an external drive recording up to 1.5 

hours of video on a 250Gbyte SATA unit. The con-

tinuous power supply that allows for 1.5 hours of 

operation can be seen below. On the right the same 

rack is shown while it is worn by another member of 

the staff. 

To enhance the functionality of our broadcasting 

solution, we have enabled our server-architecture 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Portable 3600 panoramic camera head. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Portable PanoCAST recording system. 
 

 

with multiple receivers on the client side. The first 

possibility to receive PanoCAST video via the Inter-

net uses a virtual camera driver that allows any ap-

plication to receive video from the camera server as 

if it was a simple web camera connected to the com-

puter. In fact, the operating system sees these devices 

and handles them much the same way as it is doing 

with physical devices. This is shown in Figure 6 

where on the left side the Windows device manager 

shows four virtual cameras installed, each receiving 

its input from a different render unit, and outputting 

its content to any video-based communication appli-

cation, such as Skype (shown right), Yahoo Messen-

ger or Microsoft Messenger. The second output op-

tion is using MS WMV broadcasting, whereas any 

Media player on the client side may connect to a data 

stream and observe the output of the cameras 

(Figure 7 left). 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 6: Virtual camera drivers installed in a system (left) and a videoconferencing application (Skype) using one these 

cameras instead of a web camera. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: PanoCAST dataflow with Internet-based viewers 

on the client side. 

 

 

Finally, for individual camera control, the streaming 

servers in the architecture allow each client to receive 

personalized video content in a browser using Flash 

or our own ActiveX controller as demonstrated in 

Figure 7. The figure shows the final data flow of the 

PanoCAST architecture with the Internet-based view-

ers shown in the bottom row. These browser-based 

viewers on the client side allow several different 

ways for the user to control the rotation and field of 

view parameters of their respective virtual cameras. 

This is the subject of the remaining of this section. 

Interactive camera control in the proposed 

telepresence system occurs via direct input from the 

user, e.g. keyboard strokes or from sensory informa-

tion obtained from physical devices, such as a head 

tracker, mouse or game controller. The head tracker 

interface obtains yaw, pitch and roll parameters from 

the HMD and translates those into camera rotations 

by sending them over the TCP/IP connection to the 

host application. When the delay in the digital net-

work is minimized, this leads to an interactive ex-

perience similar to being present in the VR room. 

Similarly, mouse information is mapped from screen 

space onto rotations of the virtual cameras while a 

similar solution exists for using game controllers 

(most notable the Wii by Nintendo) that provide intui-

tive control. Finally, the face detection capabilities of 

the VHI architecture also allow the viewer to look 

around by simple moving his or her head in front of 

the computer screen. 

4. Conclusion and Future Work 

In this paper we have introduced a multi-cast applica-

tion capable of real-time streaming and control of 

spherical video images over digital networks for 

multiple viewers sharing the same experience, but 

from different perspective. Using this architecture we 

developed intuitive user controls and multiple digital 

network interfaces that allow for creating a number 

of novel applications that involve telepresence. Spe-

cifically, our system, called PanoCAST, has been 

tested in a number of digital networks including 

wired-Internet, WIFI and 3G solutions. Test results 

showed that a single server computer can deliver 



 

 

 

 

services to up to 20 clients with reasonable delays. 

Several test production videos have been recorded 

demonstrating the applicability of our solution, while 

the system is currently being deployed for commer-

cial use. We argue that such a technical solution 

represents a novel opportunity for creating compel-

ling and content for the purposes of education, enter-

tainment and many other application areas.  
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