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1. Background

- Growing importance of social media

- Some authors suggest that sudden (unexpected)
changes in the usage of language may be indicative
of psychological disorders and/or diseases [1]

- Goal: examine how the usage of language changes

2. Data and Methods

- BlogData: 37,279 blog posts from 1200 sources
(users) spanning several years [2].

- Financial Tweets: 174,826 financial tweets from
82,653 users within a period of two weeks

For each user (source) we extracted time-series of
- total length of his/her texts (humber of the words),
- number of different words used by that user,

- entropy of the text

in monthly (BlogData) and daily (Financial Tweets)
resolution.

Entropy: H(X) = — ) p(x;)log, p(z;)
i=1
- in our case: each x; is a word of the text

Anomaly score — distance from the k-th nearest
neighbour with k=10 [3].

Topic trends — time series of the frequencies of
keywords being characteristic to a topic
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3. Results
Daily trend for the keyword “schmitt” in blog feedbacks
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- Usage of language may substantially vary over time
and across users

- Entropy seems to be more stabil than the number of
(different) words of a user
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From the top to the bottom: total length of the blogs in words, number of different words, and entropy for selected sources (users)

as function of time (May 2010 — April 2012).
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