Introduction to the Theory of Computing 1.
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Exercise-set 6.
Solutions

a) No (lin. dependent).

b) Yes, [Q]B = (17_1327O)T'

a) Basis e.g.: u; = (3,1, —1)T, uy = (6,—1,—4)T (two vectors in the plane), dim V = 2.
b) Basis e.g.: u; = (1,0,0,—4)7, u, = (0,1,0,-3)T, u3 = (0,0,1,-2)7, dimV = 3.

a) BE.g: uy = v, uy = (0,1,0,1)7, uy =(0,0,1,-1)T, dimV = 3.

b) u; = v, dimV = 1.

Fourth vector e.g.: z = (0,0,0,1)7, [a]p = (4,-3,1,0)7.

E.g.: u; == (1,1,0,0)T, u, = (0,0,3,1)T, (dimV = 2).

dimV = 2.

dimV = 2, a basis e.g.: u; = (1,0,—1,-3)T, u, = (0,1,1,-2)7.

V is a subspace, dim V' = 2, a basis e.g. u; = (1,1,1,1,1)7, u, = (1,2,4,8,16)7.
E.g.: v, == (0,1,0,2)T, v3 =(0,0,1,-3)T, (dimV = 3).

p=-1 [p=(7,-49"

Linearly dependent, dim V' = 3.

99 (the first 99 vectors are linearly independent, and the last one is a linear combination of these).
No such value (4 vectors in a subspace of dimension 3 are always linearly dependent).
p#1

No. The vectors are linearly dependent, dim V' can be 3 or 4.

(MT++4’17) a) Yes, they are linearly independent.
b) Yes, they are linearly independent.

Yes, they must be linearly independent.

Any 4 non-parallel vectors in a 2-dimensional subspace, e.g. u; = (1,0,0,0)T, uy = (0,1,0,0)7, uy =
(17 13 07 O)Tv Uy = (_1? 1? 0, O)T

5 linearly dependent vectors in a 3-dimensional subspace, e.g. u; = (1,0,0,0,1)T, u, = (0,1,0,0,0)T, u; =

(0,0,1,0,0)", u, = (1,1,1,0,0), us =(1,2,3,0,0)%.
No, we can always select a basis (of 4 vectors) from a generating system.

By contradiction: otherwise two bases from the subspaces would give 100 linearly independent
vectors in R, a contradiction.



